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Abstract. Today’s graduating students face ever-changing environments when

they enter their job life. Educational institutions must therefore continuously 

develop their course structure and content in order to prepare their students to 

be future employees. A very important means for developing the courses is the 

students’ course evaluations. Due to financial and organizational restrictions,

these course evaluations are usually carried out quantitatively and at the end of 

the semester. However, past research has shown that this kind of evaluation 

faces certain constraints such as low acceptance rates, only time-related insights 

and low-quality answers that do not really help the lecturer to improve the 

course. Drawing on social response theory, we propose that conversational 

agents as a formative course evaluation tool are able to address the mentioned 

problems by interactively engaging with students. Therefore, we propose a set 

of design principles and evaluate them with our prototype Eva. 

Keywords: Conversational agents, formative course evaluation, design science 

research, human-computer interaction 

1 Introduction 

Students graduating today face increasingly volatile, uncertain, complex and 

ambiguous (VUCA) business environments. Job profiles in demand change constantly 

[1]. Educational institutions, such as universities, are therefore required to 

continuously adapt their courses in order to prepare the students for the job life 

afterwards. However, lecturers often struggle to anticipate what students expect from 

a course, how they perceive the learning content and how their needs can be 

effectively addressed [2–4]. To tackle this challenge, educational institutions

commonly use quantitative, standardized, online or paper-based surveys, in which 

students are encouraged to share their insights in a given form. Most of the time, these 

surveys reach the students at the end of a course or, at best, once in the middle of the 

semester [5].  

However, past research has shown that this kind of feedback faces certain 

constraints, such as low acceptance rates, only time-related insights and low-quality 

https://doi.org/10.30844/wi_2020_k7-wambsganss



 

 

answers that are hardly usable for adapting the course to students’ expectations [6]. 

One explanation for these negative results might be that student responses are affected 

by survey fatigue resulting from repeated requests at the end of the semester [6]. 

Students feel frustrated because lecturers often miss to react appropriately to 

evaluations [5] and lecturers often adapt courses only for the next cohort of students 

[7]. To address those issues, qualitative evaluation methods, such as interviews, are 

used to produce a higher quality of answers and to gain deeper insights. However, 

these approaches are usually very resource-intensive since lecturers need to address 

every student individually.  

One possible solution to benefit from the advantages of both – qualitative and 

quantitative – evaluation methods is using conversational agents (CAs). CAs are 

software programs which communicate with users through natural language 

interaction interfaces [8, 9]. Compared to traditional quantitative course evaluations, 

CAs are able to reach students on their everyday devices and build up a human-like 

interaction with them. CAs are able to adapt their answers to students’ utterances and 

can therefore build up a meaningful dialogue with the students almost like a 

qualitative lecturer-student interview. Backing on social response theory [10–12] this 

form of human-computer interaction might encourage students to provide a higher 

quality of answers for lecturers to improve their courses.  

The popularity of CAs, such as Amazon’s Alexa, Google’s Assistant, Apple’s Siri 

and other systems, has been steadily growing over the past few years [13, 14]. The 

recent improvement in Natural Language Processing (NLP), Natural Language 

Understanding (NLU) and Machine Learning (ML) enables CA systems to ask and 

answer questions in natural conversation flows and use intelligent question answering 

to adapt to a certain task [15]. In education, CAs have been used for several purposes, 

such as to provide support for problem solving in mathematics [16], to mediate group 

learning processes during problem solving [17], for collaborative language learning 

[18] or for academic advising [19]. Existing research on CAs in education has mainly 

focused on providing learning support for students [20]. Research on CA support for 

lecturers is still scarce. Moreover, Winkler and Söllner [21] emphasize that CAs 

might also have great potential as an evaluation tool for lecturers. In a recent study 

Kim et al. [22] compared a CA against online surveys in an experiment and found that 

participants using a chatbot were providing more differentiated responses and, thus, 

the CA survey resulted in higher-quality data compared to the online survey. 

However, transferable insights and design knowledge on how to build CAs as a 

formative evaluation tool for lecturers is still missing. Hence, in this paper we seek to 

answer the following research question: 

RQ: How to design a conversational agent as a formative course evaluation tool? 

To answer our research question, we follow the design science research approach 

(DSR) of Hevner et al. [23]. Drawing on social response theory, we propose that CAs 

might be better able to be used as evaluation tool compared to existing solutions by 

changing the way how computer systems are interacting with students. We argue that 

a CA might be able to address the current challenges of quantitative and qualitative 

course evaluation methods by combining the advantages of both. With a formative 
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course evaluation tool, we implicate a tool which enables students and lecturers, to 

provide and receive continuous and on-going feedback during a course.  

 First, we define the problem and gather requirements from practice and literature. 

Second, we propose design principles and instantiate and evaluate our CA Eva 

(Evaluation Agent). Based on the insights of our first evaluation, we create our second 

version of Eva and evaluate it in a real learning environment.  

The remainder of our paper is structured as follows: In section 2, we describe 

different types of CAs in education and the current state of literature on course 

evaluations in education. In section 3, we explain how we proceed to develop our CA 

Eva. In section 4, we design and evaluate Eva. Finally, we close with a discussion, 

limitations and the contributions of our study. 

2 Theoretical Background  

2.1 Conversational Agents in Education  

CAs are software programs which communicate with users through natural language 

interaction interfaces [8, 9]. In modern society, CAs have become ubiquitous and 

have been implemented in various areas, such as e-commerce [24], entertainment [24] 

or the health sector [25]. CAs used in education can be defined as a special form of 

learning application that interacts with learners individually [15]. The development of 

CAs in education can be traced back to the 1970s research stream of Intelligent 

Tutoring Systems (ITS). An ITS exhibits characteristics similar to a human tutor such 

that it may be able to answer student questions, detect misconceptions and provide 

feedback. While the original ITS were abstract entities with limited technological 

possibilities, the next three decades saw advances in agent representation (i.e., visual 

embodiment) and interactive capabilities. Over the years, ITS are able to interact with 

learners using multiple channels of communication (e.g., text and speech) and are able 

to exhibit social skills and intelligence by communicating with users on a broad range 

of issues and expand its scope in terms of roles. Such roles include tutors, coaches and 

actors [26]; experts, motivators and mentors; learning companions [27, 28], change 

agents [29]; and lifelong learning partners [30]. 

Until now, CA research mainly focused on how to improve students’ learning 

outcomes by offering them individual support [15]. However, there is little research 

on how lecturers can use CAs as a formative course evaluation tool to improve the 

learning content. The question remains how CAs can be successfully used and 

designed as a formative course evaluation tool.  

2.2  Course Evaluation in Education 

Course evaluation can be differentiated into quantitative and qualitative evaluation 

methods. The most frequent form of course evaluation is paper-based or online 

questionnaires used for quantitative analysis [31]. However, quantitative course 

evaluations have been broadly criticized. The reliability and validity of student 

feedback surveys is questioned [4]. Another concern involves the use of evaluations 
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because they have become a mere ritual to be followed despite poor survey results 

and have a limited capability to contribute to course improvements [32]. The 

motivation of students to participate in course evaluations is often low because they 

see no benefit [31]. According to Chen and Hoshower [33], students can be motivated 

to participate in course evaluations by informing them about the intension of the 

evaluation and showing the implementation of the feedback provided. The alternative 

approach, i.e., qualitative course evaluation, is rather scarce in literature [34]. A 

recent study by Steyn et al. [34] shows that qualitative course evaluation has the 

potential to overcome the disadvantages of quantitative course evaluations. 

Qualitative course evaluations offer students the possibility to provide individual, 

open feedback, which increases the feedback quality [34]. Moreover, depending on 

the type of qualitative course evaluation (e.g., class discussion), lecturers have the 

possibility to ask questions and, thus, receive better and more extensive feedback. 

However, qualitative course evaluations are not scalable, take longer to analyze and 

are resource-intensive, resulting in a deterrent effect [34].  

CAs could have the potential to overcome the disadvantages of traditional 

quantitative and qualitative evaluations. Compared to quantitative evaluations, CAs 

can adapt their questions to the answers of the students and, thus, allows to gather 

richer feedback similar to qualitative course evaluation methods. Compared to 

qualitative evaluations, CAs are available 24/7 and save personal resources (e.g., 

lecturers do not have to use the lecture time or additional time for qualitative 

feedback). Moreover, data gathered by CAs can be stored in a database and can be 

analyzed further by information extraction algorithms (e.g., through the classification 

of answers to categories, topic modelling or sentiment analysis). 

 

2.3 Kernel Theory: Social Response Theory  

We built our research endeavor on social response theory. We believe that this theory 

supports our underlying hypothesis that CAs can improve the quality and acceptance 

of course evaluations in education. Moon [11] found that humans tend to respond 

socially to agents that display characteristics similar to humans (e.g., to animals or 

technologies). When people experience any human-like characteristics in any form of 

communication, their evolutionary behavior subconsciously applies social rules to 

their interaction [10]. Nass et al. [12] argue that the underlying reasons for this human 

behavior are that social cues from computers trigger subconscious responses from 

humans, no matter in which rudimentary form they occur. Seeing computers as social 

actors, researchers have investigated how different social cues impact human-

computer interaction, e.g., language style [12] or response time [35]. 

We argue that social response theory can explain why CAs might be able to better 

imitate an individual lecturer-student interaction compared to standardized, 

quantitative surveys, which might result in a higher quality of students’ evaluation 

input [4].  
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3 Research Methodology  

Our study follows the three cycle view of Hevner [36]. This approach allows us to 

design an artifact (design cycle) that solves a set of practical problems that researchers 

and practitioners experience in their own practice (relevance cycle) and to contribute 

to the existing body of knowledge (rigor cycle). Figure 1 shows the steps we carry 

out.  

 

Figure 1. Three cycle design science process according to Hevner [36] 

The first step of the DSR cycle includes the formulation of the problem. The 

relevance of the practical problem was therefore described in the introduction of this 

work. In the second step, we start the rigor cycle by deriving a set of meta-

requirements (MRs) from scientific literature for the design of a CA for formative 

course evaluation. In the third step, we conducted eleven semi-structured interviews 

with students and five interviews with lecturers using the expert interview method by 

Gläser and Laudel [37]. Based on the interviews, we gathered user stories (USs) and 

defined user requirements (URs) for the design of a CA as a formative course 

evaluation tool following the method of Cohn [38]. In the fourth step, we derived 

preliminary design principles (DPs) addressing the MRs and URs from the prior steps 

and designed an initial version as a first instantiation of these DPs. In the fifth step, 

we conducted a proof-of-concept evaluation based on evaluation criteria proposed by 

Venable et al. [39]. Based on the design principles, we created a mock-up prototype 

called Eva (short for evaluation agent), where lecturers and students were able to have 

a simple interaction with a CA. Subsequently, we interviewed them to capture their 

perception of Eva. The goal of this evaluation was to see how lecturers and students 

perceive the value of our instantiated design principles, to note change requests and to 

gather additional design principles. Then in step 6, we refined our design principles 

based on the findings from this evaluation before designing a second version of Eva, 

which then was tested in a real learning environment with one lecturer and twelve 

students (step 7). The goal of this evaluation was a proof-of-usefulness proposed by 

Sonnenberg and vom Brocke [40]. Here our aim was to see whether the design 

principles and the resulting CA are useful in a real-life setting. In step 8, we close 

with a short discussion thereby documenting the design knowledge.  
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4 Design and Evaluation of Eva – an Evaluation Agent 

In this section, we describe and discuss how we gathered the requirements and 

derived the DPs. The problem formulation (step 1) described in the introduction 

serves as the foundation for the derivation of the requirements from literature and 

users. An overview of the practical and theoretical requirements as well as the derived 

design principles is illustrated in Figure 2.  

 

4.1 Step 2: Rigor - Deriving Requirements from Scientific Literature  

We initiate the rigor cycle by gathering requirements from theory. We conducted a 

systematic literature review following established methodical approaches from 

Cooper [41] and vom Brocke et al. [42]. Based on that, we (1) defined the review 

scope, (2) conceptualized the topic, (3) searched the literature, and (4) analyzed the 

findings regarding requirements. Regarding step 1 (define the review scope), we 

primarily focused our literature review on research outcomes that show successfully 

implemented CAs. Furthermore, our goal is to identify requirements on a conceptual 

level with a focus on an espousal of position and a representative coverage [41]. 

Regarding step 2 (conceptualization of the topic), we identified two broad areas for 

deriving requirements: Technology and Education. We focused on these two areas 

because evaluating a course is a complex phenomenon being investigated through 

different lenses by psychologists, educationists and computer scientists [43]. 

Regarding step 3 (literature search), we conducted a keyword search on Google 

Scholar to identify relevant publications. We used Google Scholar because this web 

search engine enables advanced full-text search and several filter options for 

academic literature. We decided to use the following search string: (“pedagogical 

conversational agent” OR “conversational agent” OR “chatbot”) AND (“student 

evaluation” OR “course evaluation” OR “online course evaluation” OR “assessment” 

OR “student feedback”). In total, we obtained 6’090 articles. We defined criteria for 

inclusion and exclusion and reviewed titles and abstracts of our search results in a 

first step. We only included papers that address some kind of evaluation in higher 

education and the use of conversational agents in order to define successfully derived 

requirements. Several papers were excluded because they address different research 

areas of CAs, such as health care or customer service. Furthermore, we excluded 

papers that mainly focus on other educational fields such as using CAs as learning 

tutors. Based on that, we selected 43 papers. Regarding step 4 (literature analysis), we 

clustered similar issues together (LIs), resulting in four clusters. The clusters 

including exemplary papers and meta-requirements are depicted in Figure 2. 

The first meta-requirement (MR1) derived from theory raises the importance for 

including an assessment of the individual teaching quality to increase the acceptance 

rates of students (e.g.,[4]). As literature shows, students show improved response 

rates when course evaluations are conducted online and contain open questions [7]. 

Therefore, the second meta-requirement (MR2) expresses the need for an online 

assessment format with open questions. To enhance student perception and 

motivation for the assessment of the effectiveness of a course, the third meta-

https://doi.org/10.30844/wi_2020_k7-wambsganss



 

 

requirement (MR3) focuses on information on the intension and implementation of 

the course evaluation (e.g., [33]). The fourth meta-requirement (MR4) deals with the 

need for an individualized CA to be easy accessible, available twenty-four hours a 

day, and speeds up response times to enhance user satisfaction (e.g.,[21]). 

 

4.2 Step 3: Relevance - Deriving Requirements from Expert Interviews 

To gain a wider picture of the requirements of a formative course evaluation system, 

we interviewed different user groups, including students as lead users and lecturers as 

users of the results systems. Based on the derived LIs and MRs, we conducted eleven 

semi-structured interviews with students and five interviews with lecturers according 

to Gläser and Laudel [37]. We chose these two user groups in order to get a holistic 

picture about the needs of CAs as a formative evaluation tool. The interview guideline 

consisted of questions regarding the following topics: perception of actual online and 

paper-based course evaluation (e.g., advantages, disadvantages), motivation for 

evaluation participation (e.g., benefits, influence), requirements concerning an 

evaluation tool (e.g., interface, functionalities), use of a CA for course evaluations 

(e.g., application scenarios). Each interview lasted around 15 to 30 minutes. The 

eleven student interviewees were chosen out of a random subset of the population of 

students at our university. Nine students were male and two were female, all aged 

between 21 and 27. The interviewee group consisted of nine master and two bachelor 

students, all majoring in Business Studies. Additionally, we conducted five lecturer 

interviews. The interviewees were professors teaching on a regular basis at our 

university on bachelor and master levels, all aged between 27 and 50. Based on the 

interview results, we gathered user stories from students (USSs) and user stories from 

lecturers (USLs) and herewith identified user requirements (URs) following Cohn 

[38]. The first user story of students (USS1) highlights the perceived lack of student 

influence on a university course during the semester. The students want to provide 

feedback during the semester to improve their education experience while still 

enrolled in the course (UR1). The second user story of students (USS2) describes the 

request for a responsive and convenient user interface of the evaluation tool. Hence, 

the second user requirement (UR2) demands a responsive and lean user interface 

which can be adapted for the specific course content. The interviews showed that 

students complained about missing or delayed survey results and about their 

perception of not being taken seriously by the lecturer (USS3). Therefore, the third 

user requirement (UR3) indicates that evaluation results and course adjustments 

should be shared with the students as soon as possible after the evaluation. The fourth 

user requirement (UR4) represents the need for a time specification for course 

evaluations as students want to see the progress of their evaluation (USS4). The first 

user story of lecturers (USL1) addresses the fact that the lecturers would like to get a 

clear analysis of the conducted course evaluation. This allows them to benefit from 

valuable insights to improve their courses. Hence, from a user perspective the 

evaluation tool needs an intelligent analysis function which can filter and display the 

important insights (UR5). To give and evaluate feedback efficiently and effectively, 

lecturers demand a user-friendly and adaptive evaluation tool. Therefore, the second 
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user requirement (UR2) demands a responsive and lean user interface which can be 

adapted for the specific course content, as mentioned above. The last user story 

(USL3) deals with the fact that educational institutions have to comply with data 

protection regulations. Also, user anonymity has to be guaranteed. Thus, the resulting 

user requirement (UR6) states that the evaluation tool has to be compliant with data 

protection regulations and has to allow anonymous evaluation.

 

Figure 2. Overview of the derived design principles according to Chandra et al. [44] 

 

4.3 Step 4: Deriving Design Principles for an Initial Version of Eva 

Based on our identified meta- and user-requirements, we established an initial set of 

design principles as shown in Figure 2. The first design principle (DP1) specifies that 

the CA is a web-based application tool with a responsive, lean and adaptive user 

interface. The web-based application tool has to be accessible for devices that 

students commonly use. With the frequent use of web-based devices today, students 

have access to the CA at any time and at any place. The second design principle 

(DP2) contains a CA for ongoing course feedback. As described above, the increasing 

number of students and the resource constraints do not allow a personal dialog 

between students and lecturers. Course insights therefore have to be gathered 

differently. According to social response theory, CAs have the capabilities to provide 

valuable formative feedback when interacting in a natural conversation flow. The 

format of a CA enables higher educational institutions to collect comments for 

qualitative feedback. Conversation flows between users and CAs can take place 

anytime and individually. In addition, assessments can be conducted with a CA 
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during the semester and allow a quick response time. Lecturers are able to adapt their 

courses according to the given feedback and therefore students can benefit from 

improvements while still enrolled in the course. The use of a CA makes it possible to 

address this important issue of the students. The third design principle (DP3) 

describes the need for an intelligent analysis function in order to deliver relevant 

insights from formative feedback. Because a CA can gather qualitative feedback in 

large amounts, an intelligent analysis function must process this information. The 

design principle four (DP4) demands a share function for evaluation results and 

course adjustments. As mentioned above, sharing information of the course 

evaluation motivates students to participate and increases the probability of them 

providing meaningful feedback in further surveys [33]. The fifth design principle 

(DP5) includes the data protection regulations and the requirement of anonymous 

course evaluations. Data protection regulations are determined externally and must be 

applied accordingly. The tool must guarantee educational institutions their data 

sovereignty and must ensure immediate adaptations to regulatory changes. 

To instantiate and evaluate the design principles above, we created a mock-up-

based prototype called Eva with design features derived from our design principles 

(see Table 1). The prototype Eva allows lecturers to send evaluation questions to the 

students where they are able to insert responses. 

Table 1. Instantiation of design principles with design features 

Design Features of the Initial Version of Eva 
Implemented Design Principles 
DP1 DP2 DP3 DP4 DP5 

DF1 
Link or QR code to access course evaluation on a web-enabled 

device 
X     

DF2 User authentication via active directory using single sign-on  X     

DF3 
Simple overview of functions with appealing design (e.g., 
pictures, color, icons) 

X     

DF4 Onboarding message X X    

DF5 Course specific questions X X    

DF6 Human-like language  X    

DF7 
Analysis overview (e.g., sentiment analysis, percentages, pie 
charts) 

  X   

DF8 Filter function for the evaluation results   X   

DF9 Function “Share with students”    X  

DF10 Function “Defined Actions”    X  

DF11 Data storage on an internal university server     X 

DF12 Notification of anonymous data handling     X 
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Figure 3. CA mock-up of Eva on a mobile phone with certain design features 

The initial version of Eva was created with the platform Snatchbot
1
. Figure 3 and 4 

show the designed mock-up prototype for different devices (smartphone, tablet and 

notebook). Eva can be accessed via a link or a QR code (DF1). It delivers an 

onboarding message (DF4) and uses human-like language (DF6) to guarantee a 

natural conversation flow. The mock-up prototype contains course-specific questions 

(DF5) to receive relevant insights from formative feedback. In order to inform 

students of anonymous data handling, the CA sends a notification message (DF12). 

 

Figure 4. CA mock-up of Eva on different devices with certain design features 

Eva allows the lecturers to set up their individual questions (DF5) for the course 

evaluation with the CA. Figure 3 and 4 show the designed user interface of the 

evaluation tool. To make Eva convenient, the mock-up contains a user authentication 

via active directory using a single sign-on functionality (DF2, not shown in Figure 3 

or 4). With this functionality, students as well as lecturers can access Eva using their 

university login. The user interface was designed as an easy-to-use and intuitive 

                                                           
1 https://snatchbot.me/ 
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mock-up. Furthermore, a scalable user interface allows to consider specific course 

contents, which guarantees efficient and effective evaluation. An appealing design 

with pictures, color and icons as well as a simple overview of the offered functions 

(DF3) supports an intuitive and enjoyable use of the tool. An analysis of the 

evaluation results gathered from Eva is presented in percentages, pie charts, diagrams, 

sentiment analysis or text form (DF7). Additionally, the mock-up contains a filter 

function for the evaluation results (DF8) and the function “Share with students” 

(DF9). The function “Defined Actions” (DF10) allows the lecturer to inform the 

students about actions taken based on the insights from the course evaluation. To be 

compliant with data protection regulations, data has to be stored on an internal 

university server (DF11). 

 

4.4 Step 5: Proof-of-Concept Evaluation of Initial Version of Eva 

In this section, we describe the proof-of-concept evaluation of the initial version of 

Eva. The evaluation serves to verify if the design principles are of value to the 

lecturers and students and to identify change requests and additional design 

principles. For this purpose, an online course evaluation invitation was sent to 266 

students via a personal messenger. The link was forwarded to bachelor and master 

students studying Business Management, Business Innovation, Accounting and 

Finance. As the evaluation was conducted anonymously, no further participant 

characteristics are available. When the students clicked on the link, the CA Eva 

appeared on their device similar to Figure 3, left picture. After having a short 

interaction with Eva, the students were put into the scenario of a course evaluation. 

Then, the students were asked six questions regarding the use of the designed CA they 

were interacting with, its features and possible change requests. Out of the 266 

students contacted, we got responses from 28 students from our university. Table 2 

shows the consolidated results of the questions.  

Table 2. Evaluation results of questions from proof-of-concept user survey 

I would like to use a CA for lecture evaluation. 
21 

Yes 

1 

No 

6 

N/A 
 

I would appreciate to influence a course with my 

personal feedback. 
23 

Yes 

2 

I don’t care 

0 

No 

3 

N/A 

I would appreciate to give feedback anytime during 

the semester. 
19 

Yes 

2 

I don’t care 

4 

No 

3 

N/A 

I would appreciate getting instant evaluation results. 
22 

Yes 
2 

I don’t care 
1 

No 
3 

N/A 

My preferred question types are… 
10 

Predefined 

1 

Open 

11 

Combination 

6 

N/A 

For me the ideal evaluation duration would be… 
16 

2-5 min 

4 

5-10 min 

2 

10-15 min 

6 

N/A 

I would like to evaluate courses in group chats. 
5 

Yes 

18 

No 

5 

N/A 
 

How would you rank a CA versus a traditional online 

evaluation? 
12 

Positive 
7 

Neutral 
7 

Critical 
2 

N/A 

The results of the student questions revealed the usefulness of our design principles 

DP1, DP2 and DP4. 21 out of 28 students liked using Eva for evaluation. 23 out of 28 

students would appreciate being able to influence a university course with their 
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feedback. 19 out of 28 students would appreciate giving feedback anytime during the 

semester. These results support the design principles DP1 and DP2. The open 

question regarding their preference to use Eva instead of the traditional online 

evaluation led to 12 positive comments supporting DP2. 22 students stated that they 

would appreciate getting instant evaluation results, which is described in DP4. In 

addition, the preferred question types and ideal evaluation duration were questioned 

in order to design the artifact. The idea of adding a group chat feature was rejected 

based on the survey results. In order to also have the design principles assessed by 

lecturers, we contacted different university professors via mail. The mail contained a 

link which directed the professors to the CA Eva. After having a short interaction with 

Eva, we gathered qualitative feedback via the CA and asked questions regarding its 

features and possible change requests. Seven professors from our university 

responded anonymously with detailed information. The lecturer feedback showed that 

they liked the idea of using CAs as a formative course evaluation tool because of the 

opportunity to ask individualized and course-specific questions similar to qualitative 

evaluation methods. Moreover, the use of CAs allows a more comprehensive analysis 

of the evaluation results compared to qualitative evaluation methods, such as 

interviews or class discussions. However, the lecturers stated that they want to use 

only one evaluation tool at the educational institution. Thus, the CA should not be 

implemented as an additional tool to the existing course evaluation tool. Finally, we 

compared student and lecturer responses with the existing design principles. The 

findings revealed that both students and lecturers miss the possibility to rate the 

course adjustments based on the preceding course evaluation and to communicate 

whether lecturers were able to implement student requests correctly. In the following, 

the design principle derived from this requirement and the additionally developed 

design features will be discussed further. 

 

4.5 Step 6: Validating and Deriving Design Principles for Second Version of 

Eva 

In this section we refined our design principles based on the findings from the 

evaluation of the initial version. Based on the results of step 5, the design principles 

DP1-DP5 were validated and a new design principle was derived. The new design 

principle (DP6) specifies that the evaluation tool should allow students to rate the 

communicated course adjustments by the lecturer in order to guarantee course quality 

and close the feedback loop. DP6 is shown in Figure 2 as an additional design 

principle. We developed a design feature to instantiate and evaluate DP6 by creating 

the function “Students Feedback” (DF13) for the defined actions. For the second 

version of Eva, we used the existing design features presented in Table 1 and added 

the feature “Students Feedback”. This feature allows students to provide feedback on 

the course adjustments of the lecturer. The second version of Eva was also created on 

the platform Snatchbot by adjusting the initial version.  
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4.6 Step 7: Proof-of-Usefulness Evaluation with Second Version of Eva 

In a next step, we tested the second version of Eva in a real learning environment with 

one lecturer and twelve students. According to Sonnenberg and vom Brocke [40], it is 

important to evaluate the proof-of-usefulness of an artifact. Our aim was to show 

whether the design principles and the resulting CA are of value in a real-life setting. 

The evaluation of the second version of Eva took place in a university course, a 

didactic course for prospective business educators. The participants consisted of 

twelve business education students, five male and seven female participants, who 

were between the ages of 23 and 28. Out of twelve business education students, ten 

were enrolled in a master course and two were doing postgraduate studies. A small 

course was chosen as this allowed us to observe the participants while using the CA 

and hence gather deeper insights. The lecturer sent a link via mail to his students to 

open Eva. During a lecture, students were then asked to complete the CA course 

evaluation and to answer questions about the used CA. The evaluation took between 

10 and 15 minutes. 

Table 3. Survey results of the proof-of-usefulness evaluation in a university course 

Would more likely fill out a course evaluation if the survey format was a CA 8/12 

Liked the CA more than the used standard online course evaluation format (EvaSys) 10/12 

Liked the reaction intensity of the CA reflected in the individual follow-up questions 8/12 

The findings of the evaluation with Eva showed that 8 out of 12 students would 

more likely fill out a survey if the tool was a CA. 10 out of 12 students preferred Eva 

more than the standard survey tool used at their university. 8 out of 12 students liked 

the reaction intensity of Eva reflected in the individual follow-up questions (see Table 

3). After the course evaluation, the lecturer was interviewed about the presentation of 

the results in the CA mock-up (see Figure 4). The lecturer appreciated the analysis 

overview of Eva with, e.g., percentages and pie charts, which reduces his effort and 

provides important information in a short time. Furthermore, the lecturer liked sharing 

the evaluation results with his students and that he gets informed about how his 

course adaptations are perceived by the students. 

5 Discussion and Conclusion 

In this paper, we report on the development of design principles for CAs as a 

formative course evaluation tool. Our work makes several contributions to research. 

First, we show how CAs can be used to build up a dialogue with students in order to 

increase evaluation quality. This kind of dialogue was previously only possible with 

qualitative evaluation methods conducted by humans. Thus, our work contributes to a 

better understanding of how computer systems can imitate lecturers in the area of 

course evaluation. Second, to the best of our knowledge, this study is the first one that 

creates design knowledge on how to use CAs as formative course evaluation tools. 

Our DPs were formulated based on social response theory. We argue that a course 

evaluation that instantiates our DPs might be able to better imitate an individual 
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lecturer-student interaction compared to standardized, quantitative surveys. This 

might result in a higher quality of students’ evaluation input. Finally, we provide a 

stronger basis for researchers to report on alternative course evaluation designs to 

compare and contrast them with our solution. Our work also has several implications 

for practice. First, we argue that CAs represent a better course evaluation method 

compared to existing quantitative and qualitative evaluation methods and we were 

able to prove its usefulness. The extent to which this is indeed the case should be the 

aim of future research. Second, lecturers and educational institutions can now use 

these design principles to create their own CAs. A number of limitations have to be 

considered with respect to our study. First, we gathered requirements from a certain 

theoretical perspective (social response theory) and a specific user group. It might be 

possible that other areas of literature and user groups might have led to different 

results. Moreover, we were not yet able to evaluate our CA Eva in a large-scale 

lecture during a whole semester. This would have given us further insights about the 

long-term usage of CAs as formative evaluation tools and would help us to evaluate if 

lecturers are triggered to adjust their course within a semester. Additionally, we did 

not address the design of social cues and the level of anthropomorphism of our CA in 

the evaluation. Thus, we not only call for future research to evaluate CAs in large-

scale lectures, but also on more research on how to design the level of 

anthropomorphism of a CA as a course evaluation tool.  
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