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Abstract. The increasing diversity of data available today poses a multitude of 

challenges to researchers and practitioners. Data understanding, i.e., describing, 

exploring, and verifying a data set at hand, becomes a critical process during 

which it is examined if data complies with the actual user needs. With an 

increasing complexity of the data universe accessible by organizations and 

decision-makers, this task has become even more important and challenging. 

Building on insights from information systems research, computer science, and 

statistics, we develop and evaluate a taxonomy of data heterogeneity for 

addressing this challenge. The proposed taxonomy provides a foundation for 

exploring the properties of data sets. Thereby, it is relevant for both researchers 

and practitioners as it provides a useful tool for describing and ultimately 

understanding data sets. We illustrate the effectiveness of our taxonomy by 

applying it to data sets available to the research community and industry.  
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1 Introduction 

Due to an increasing digitization, a multitude of semi-structured and unstructured data 

are gaining in importance, along with the presence of traditional tabular data stored in 

spreadsheet files or relational databases. Today's relevance of data is underlined by 

the statement “data is the new oil”, which goes back to the mathematician Clive 

Humby [1]. This assessment is quoted in many publications today and is often 

controversially discussed. Regardless of whether this metaphor is completely apt, i.e. 

the multistage process of processing oil and data is comparable, today virtually all 

globally active organizations have realized that relevant and potentially important 

insights can be generated through the collection, processing, storage, and analysis of 

data. While traditional structured data has been stored and used on a large scale in 

relational databases and enterprise resource planning (ERP) systems for decades, less 

structured data such as images, videos, text, social media contributions or audio 

signals pose a greater challenge for an automated processing. For exploiting such 

data, it is equally relevant for practitioners and researchers to be able to understand 

the individual properties of data sets.  

In order to structure these diverse manifestations of data, we develop a taxonomy 

of data heterogeneity. In particular, the question arises which dimensions and 

corresponding characteristics of data are useful for classifying data in terms of their 

heterogeneity. Such a classification scheme contributes to data understanding, which 

is an important prerequisite for an effective use and analysis of data. This applies to 

various actors who work with the data, i.e., store, clean or analyze it. An exemplary 

use case is duplicate detection. This can be almost trivial with well-structured data of 

small volume. Large amounts of video or audio data quickly present challenges that 

require very different and more sophisticated approaches. To this end, we build on 

knowledge from the fields of information systems, computer science, and statistics. 

We adapt a data-focused view in which the focus is on whether and how the data can 

be stored and processed. An appropriate systematization of the area of data 

heterogeneity can serve as a helpful foundation for identifying similarities between 

data sets or to identify their unique properties. Thus, we formulate the following 

research question: 

RQ1: What are the theoretically grounded and empirically validated dimensions 

and characteristics to describe and classify heterogeneity of data sets? 

The paper is structured as follows. First, we introduce the theoretical background. 

This is followed by a general description of the procedure for taxonomy development. 

Then, we provide a description of the individual iterations of the development process 

of the taxonomy. Afterwards, the applicability of the taxonomy is demonstrated. 

Finally, implications of the findings for research and practice are discussed. 

https://doi.org/10.30844/wi_2020_c6-roeder



   

 

2 Theoretical Background 

2.1 Information Value Chain and Data Heterogeneity 

In an organizational context, the path from recording and storing data to factually 

generating knowledge based on which decisions can be made and actions can be taken 

involves multiple sub-steps for which different processes and employees with diverse 

competencies are required [2]. The information value chain in Figure 1 aims to 

capture the general steps of transforming and using data to support decision making 

and the subsequent execution of actions. The availability of large, diverse, and 

increasingly unstructured data sets transforms the traditional information value chain 

and involves new sets of people, processes and technologies [2, 3]. This does come 

with various challenges such as a potentially (too) large volume of data or a lack of 

veracity. With regard to the information value chain shown in Figure 1, we focus 

particularly on the first step, namely data.  

 

Figure 1. Information Value Chain [2] 

In the context of data mining, one standard process is the Cross-Industry Standard 

Process for Data Mining (CRISP-DM) consisting of: 1) Business Understanding, 2) 

Data Understanding, 3) Data Preparation, 4) Model Building, 5) Testing, and 6) 

Deployment [4]. This process is iterative in nature and at the same time each 

subsequent step builds on the prior ones [5]. Thus, extensive data understanding is 

conducive and necessary for steps like data preparation and model building, e.g., by 

considering hierarchical or network relationships. This underlines the importance of 

this contribution, since a taxonomy of data heterogeneity could help researchers and 

practitioners alike to situate the data they are confronted with. 

Heterogeneity typically refers to something consisting of dissimilar or diverse 

constituents [6]. It is relevant to a wide variety of areas. In the field of statistical 

physics and economics, the ability to quantify heterogeneity plays a prominent role. 

Two well-known measures to quantify the statistical heterogeneity are Shannon’s 

entropy and Gini’s index. Shannon’s entropy is used to quantify the randomness of a 

probability law and is commonly utilized in statistical physics [7]. In comparison, 

Gini’s index finds use in economics research and measures the evenness of a 

probability law [7]. Sociology defines heterogeneity as “differences in many or all of 

the characteristics of a group.” [8]. For statistics, the term heterogeneity is commonly 

used in two contexts. First, meta-studies refer to heterogeneity to describe differences 

in the inferred treatment effect [9]. Second, in the case of panel data, fixed and 

random effects models are used to account for the unobserved heterogeneity between 

individuals [10]. In database research, a sub-field of computer science, heterogeneity 

Data Information Knowledge Decision Actions

Decision MakingDeriving Knowledge
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of data often plays an important role in the context of schema integration, which aims 

to create a mapping between two or more database schemas [11]. The explanations 

above show that the understanding of heterogeneity may vary significantly between 

the domains. However, on the basis of the overview we have compiled, we define the 

term for this paper as follows: “Data heterogeneity can be understood as a concept 

covering the qualitative differences within or between data sets that may involve 

different configurations along the information value chain.” The positioning of this 

paper is rather conceptual. We are concerned with distinct dimensions that help to 

characterize different aspects of data heterogeneity. However, the focus is not on the 

subsequent analysis steps (knowledge generation) or the value of the (strategic) 

business value of data for a specific task. While these are important aspects by 

themselves, they are out of scope for this analysis. 

Wu, Zhu, Wu and Ding [12] investigate heterogeneity of big data and name large 

volume, autonomous sources with decentralized control, and the complex relationship 

among data as important aspects of big data. Regarding existing work on 

classification frameworks somehow related to data heterogeneity, Ranjan [13] 

analyzes the 10V model of big data and the importance of the dimensions in the 

context of different industry sectors. However, some identified dimensions do not 

seem relevant to data heterogeneity like visualization, which is a downstream task, or 

value, which is hard to quantify objectively. Kitchin and McArdle [14] apply a 

previously developed taxonomy of big data traits to 26 data sets. The comparison 

between survey, administrative, and big data hints at a rather statistical background of 

the paper. They identify relevant traits like exhaustivity or relationality. A related 

research project aims to develop a classification framework for big data against the 

background of IT project success [15]. However, the suggested model is limited due 

to the assumption that each dimension must have exactly three characteristics. 

Another article proposes a taxonomy for “dirty data”, i.e. data that is wrong or has 

non-standard representations [16]. Because the model only considers structured data 

(numbers and strings), it is not suitable to account for the heterogeneity of today’s 

data. 

Thematically more distant work develops a taxonomy of data collaboratives. 

Relevant dimensions are type of data (e.g. natural phenomena) and content of data 

(e.g. words or locations) [17]. An article on the heterogeneity of IT landscapes 

describes a practicable measure to determine the diversity of relevant elements, such 

as vendor or product [18]. Lafky [19] investigates data heterogeneity in  research 

networks and finds that the degree of data heterogeneity is, for example, determined 

by how much the data model deviates from standard design elements [19]. Based on 

the provided overview of related literature we identify a research gap with respect to a 

classification scheme that illuminates along which dimensions data heterogeneity can 

be differentiated. 

2.2 Classification Schemes and Taxonomies 

The grouping of similar elements based on certain characteristics is a fundamental 

and at the same time important task of research. This is not exclusive to information 

https://doi.org/10.30844/wi_2020_c6-roeder



   

 

systems research but also applies to biology, archaeology, and many other disciplines 

[20]. Grouping objects into classes or categories is particularly important because it 

helps to structure a subject area and thus advances research by helping to uncover the 

interrelations between the various elements [21]. An inherently difficult and at the 

same time useful task is to identify dimensions and characteristics that not only enable 

the successful classification of objects but also are interesting and useful [22]. The 

term classification can refer both to the actual process of performing a classification 

but also to the resulting classification [20]. In the past a taxonomy was seen as being 

of empirical nature, while a typology was characterized as emerging from a 

conceptual approach [22]. In this paper, we adapt an integrative perspective which 

combines inductive and deductive taxonomy building [20]. Further, we follow the 

position of Gregor [23] after which taxonomies provide an analysis and description of 

the phenomena of interest (theory for analyzing). 

3 Research Method 

For developing the taxonomy of data heterogeneity, we adopt the approach to 

taxonomy building described by Nickerson, Varshney and Muntermann [20]. A 

taxonomy T is defined as a set of n dimensions Di (i=1, …, n). Each of these 
dimensions consists of ki (ki ≥ 2) mutually exclusive and collectively exhaustive 
characteristics Cij (j = 1, ..., ki). Consequently, for each object that is classified into 

the taxonomy, exactly one characteristic is assigned for each dimension Di. 

Alternatively, this can be expressed as follows: T =  {D𝑖 , 𝑖 =  1, . . . , n|D𝑖  =  {C𝑖𝑗 , 𝑗 =  1, . . . , 𝑘𝑖; 𝑘𝑖 ≥  2}} (1) 

Figure 2 illustrates the individual process steps of the taxonomy development [20, 

22]. 

  
Figure 2. Taxonomy development method [20] 
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The initial step is to define a meta-characteristic (step 1). This forms the basis for the 

selection of all following characteristics, as it influences the course of the taxonomy 

development. Since the taxonomy development process is inherently iterative, it is 

also necessary to define objective and subjective ending conditions (step 2). While the 

decision whether an objective ending condition is met is unambiguous in many cases, 

it is more difficult to decide in the case of subjective conditions. Both objective and 

subjective ending conditions are mentioned in Table 1. 

The iterative nature of the taxonomy development process becomes apparent in 

steps three and seven. A choice must be made between the two approaches 

“empirical-to-conceptual” and “conceptual-to-empirical” (step 3). If comparatively 

limited data is available but well-founded insights exist, then the conceptual-to-

empirical approach is recommended. New characteristics or dimensions are deduced 

based on the available theoretical foundation (step 4c), objects are examined for the 

identified aspects (step 5c) and the taxonomy is updated if necessary (step 6c). The 

researcher iterates over the objects, analyzes them with respect to the conceptual 

insights, and updates the taxonomy with respect to the changes in dimensions and 

characteristics.  

If there is only little prior knowledge to build on, but sufficient data available, then 

choosing the empirical-to-conceptual approach is sensible. In this case, the researcher 

chooses and analyzes a subset of the data (step 4e) in order to identify suitable 

characteristics that can be grouped via dimensions (step 5e). This provides the basis 

for an update to the existent taxonomy (step 6e). 

At the end of each iteration the objective and subjective ending conditions are 

checked. (step 7). If not all defined conditions are met, the researcher proceeds with 

step 3. Otherwise, the development process is completed. 

4  Research Process 

4.1 Taxonomy Development  

The purpose of the taxonomy is a central determinant for choosing an appropriate 

meta-characteristic [20]. The overarching goal of our taxonomy is to capture different 

aspects of data heterogeneity in order to enhance the understanding of different kinds 

of data sets. Consequently, we specify properties of data heterogeneity in diverse 

data sets as our meta-characteristic. Further, we apply both objective and subjective 

ending conditions as proposed by Nickerson, Varshney and Muntermann [20] (Step 2, 

see Table 1). For our taxonomy development, we iteratively followed both 

conceptual-to-empirical (1st, 2nd, and 3rd iteration) and empirical-to-conceptual (4th 

iteration) approaches (Step 3) to determine and refine dimensions and characteristics 

of our taxonomy (Steps 4, 5, and 6). After each iteration, we checked if ending 

conditions were met (Step 7) and arrived at our final taxonomy after completing the 

4th iteration. The following Table 1 provides an overview of our taxonomy 

development process. 
  

https://doi.org/10.30844/wi_2020_c6-roeder



   

 

Table 1. Overview of iterations and objective and subjective ending conditions [20] 

Iteration Ending Condition 

1 2 3 4 Objective condition 

   ● Mutually exclusive: All objects have no more than one 

characteristic per dimension 

   ● Collectively exhaustive: For all objects, a characteristic can be 

assigned to each dimension  

   ● All relevant objects were analyzed 

   ● No merge or split of object 

   ● Each characteristic was assigned at least once 

   ● No new dimension or characteristic was added 

● ● ● ● No dimension was merged or split 

● ● ● ● Every dimension is unique  

● ● ● ● Every characteristic per dimension is unique 

● ● ● ● No duplicate combinations of characteristics 

    Subjective condition 

● ● ● ● Concise: Dimensions and characteristics are limited 

   ● Robust: Sufficient number of dimensions and characteristics 

   ● Comprehensive: Identification of all (relevant) dimensions of 

an object  

● ● ● ● Extendable: Possibility to easily add dimensions and 

characteristics in the future  

   ● Explanatory: Dimensions and characteristics sufficiently 

explain the object 

 

As a first step, we decided to build upon the existing literature that originates from the 

domains of information systems, statistics, and computer science and therefore 

decided to follow a conceptual-to-empirical approach. We conducted a literature 

review using the bibliographic databases AIS Electronic Library, Business Source 

Premier via EBSCOhost, JSTOR, ScienceDirect, SpringerLink and WISO. The search 

terms “data typology”, “data taxonomy”, “data heterogeneity”, “taxonomy of 

heterogeneity”, “taxonomy data”, “big data taxonomy”, “big data framework”, and 

“data classification” were joined with the Boolean OR operator. Applying a filter for 

peer-reviewed articles resulted in 1030 search results. 40 articles were found to be 

potentially relevant based on the title and abstract, while 14 articles were found to be 

relevant after a full analysis of the content. Based on this analysis, we integrated the 

three strands we identified in the literature: The rather traditional perspective on (i) 

big data, (ii) deliberations about big data in statistics, and (iii) the perspective on data 

quality.  

In our first iteration of taxonomy development, we built upon the existing literature 

on big data. Consequently, we integrated dimensions typically used to characterize 

big data, namely: volume, velocity, variety and in addition veracity and value in the 

more recent literature [24-26]. First, the volume (D1) of the data is one of the most 

fundamental and intuitive dimensions to which we assign the characteristics C1,j = 
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{fits into RAM, fits onto hard disk or must be stored in a distributed manner}. Since 

these characteristics are closely related to the computing capacities available, the 

organizational context needs to be considered when applying the taxonomy. Second, 

we integrated velocity (D2), i.e., both the speed at which data is generated and the 

speed with which it is processed [24, 25]. Here, a distinction can be made between 

C2,j = {static data, data updated at defined intervals, data updated at irregular intervals, 

and continuous stream of data} [26]. As data originates from a variety of sources, the 

aspect of variety (D3) plays an increasingly important role [27]. We adopt the 

common differentiation between C3,j = {structured, semi-structured or unstructured 

data}. The dimension veracity is not included in this taxonomy because the focus in 

the present analysis is not on the downstream use of the data and veracity is tightly 

coupled with steps later in the information value chain. Equivalently, the value 

dimension is not included for the same reasons. 

In our second conceptual-to-empirical iteration of our taxonomy development, we 

built upon the literature with a more statistical background. Kitchin [28] mentions 

different dimensions that can be useful for highlighting the differences between 

“small” and “big” data for official statistics [29]. Here, the three established 

dimensions (as delineated in the 1st Iteration) are complemented with the dimensions 

exhaustivity, resolution, relationality, and flexibility. The aspect of exhaustivity, i.e., 

the extent to which the available data represents the entire (statistical) population [29], 

seems to be a crucial aspect of data heterogeneity [14]. Nevertheless, it is difficult to 

assess this issue exclusively at the specified data level of the information value chain. 

Hence, we do not include this dimension in the taxonomy. The dimension resolution 

can alternatively be referred to as granularity (D4) [30]. It expresses what scale data 

points in a data set refer to [30]. This dimension is integrated since the resolution or 

granularity is a key characteristic of a data set and fundamentally determines whether 

it may be suitable for certain purposes (e.g., yearly vs. intraday sales numbers). We 

include it with the characteristics C4,j = {fine-grained, medium-grained, coarse-

grained}. Relationality (D5) expresses whether data can be joined with 

complementary data using unique identifiers [29]. This aspect plays a crucial role, 

especially in the context of relational databases. For example, knowing the ticker of a 

stock instantly unlocks a wide range of additional data that could be joined and 

integrated. It is included with the characteristics C5,j = {self-contained, intersecting}. 

The last mentioned dimension, flexibility, which asserts that in small data, i.e., data 

collection in the field, the data model is rigid and rather flexible in big data, is not 

added to the taxonomy dimensions, as we do not consider this to be a central aspect of 

data heterogeneity. Furthermore, we include the dimension scale (D6), which captures 

an intrinsic hierarchy or represents the existence of a multi-level structure [31]. It is 

important to be aware of the hierarchical structures contained in the data, not only for 

data storage, but also for downstream steps like data cleaning and analysis. A 

distinctly hierarchical structure is a key property of a data set. Therefore, these 

characteristics are defined to be the constituents: C6,j = {single scale, multiple scales}. 

In our third conceptual-to-empirical iteration we built upon additional insights from 

research on data quality and statistics. Here, we consider the representational 

consistency (D7) highly relevant to characterize data heterogeneity [32]. The 

https://doi.org/10.30844/wi_2020_c6-roeder



   

 

representational consistency describes whether data is represented in a consistent 

format and whether new data from the same source can be added easily. In contrast, if 

there is a lack of consistency, complex transformations and integration steps may be 

required to add new data to the established data set, making reliable integration more 

difficult. The following characteristics are added to this dimension C7,j = {consistent, 

inconsistent}. Additionally, the dimension accuracy (D8) is relevant for understanding 

data heterogeneity [32]. Accurate data tends to be error-free and reliable. Data sets 

can vary substantially in terms of data accuracy. Therefore, it is even more important 

to be aware of the shortcomings of each data set. This kind of data quality is intrinsic, 

as it is not strongly bound to the context in which the data is processed or analyzed 

[32]. The included characteristics are defined as C8,j = {reliable, sporadic errors, error-

prone}. 

In our fourth iteration of the taxonomy development, we proceed with the empirical-

to-conceptual approach. Here, the current version of the taxonomy is applied to 

empirical data to potentially adjust the dimensions and characteristics identified 

before. This serves the purpose to prune excess characteristics or include important 

characteristics missing so far. Ten competitions published by Kaggle, a platform 

aimed at data scientists and machine learning practitioners [33], serve as a data basis1. 

We used the most recent competitions and chose to undersample image classification 

tasks as they tend to be overrepresented on Kaggle. The data types of the analyzed 

data include tabular data, images, audio, and natural language texts. The constituent 

data sets of each competition are classified with respect to each dimension of the 

taxonomy resulting from the third iteration. An aspect that is inherent to the 

classification of such empirical data is the fact that it is often fuzzy and not always 

distinct to which characteristic a subject belongs. If no more detailed information is 

provided, we chose to adhere closely to the information contained in the description 

of the competition. As an example, in case of the Recursion Cellular Image 

Classification challenge, the provided data amounts to 46 Gigabytes of compressed 

image data, which would fit a HDD rather easily. However, the authors of the 

competition explicitly highlight that this is only a small subset of the actually relevant 

data, which amounts to multiple Petabytes. Thus, the actual use-case requires clearly 

exceeds the capabilities of even high-end workstations. A similar issue was apparent 

in case of the Two Sigma: Using News to Predict Stock Movements competition. For 

the competition, a relatively self-contained data set was provided by the creators. 

However, financial data that includes unique identifiers of financial instruments is 

highly intersecting and typically brought together with a multitude of supplementary 

measures and variables. Another aspect to consider regarding D1 volume is the 

fundamental distinction between the storage requirements of the data itself and 

complex models that may be used in subsequent steps of the information value chain. 

                                                           
1 Used competitions: https://www.kaggle.com/c/{placeholder}. [ieee-fraud-detection, 

aptos2019-blindness-detection, severstal-steel-defect-detection, kuzushiji-recognition, two-

sigma-financial-news, jigsaw-unintended-bias-in-toxicity-classification, freesound-audio-

tagging-2019, recursion-cellular-image-classification, understanding_cloud_organization, 

data-science-for-good-city-of-los-angeles] 
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Especially in the case of text and image data, state of the art models may be composed 

of hundreds of millions of parameters, imposing a high demand on the graphical 

processing unit. We explicitly do not consider this aspect in this taxonomy, as it is 

situated in downstream steps of the information value chain. Regarding D3 variety we 

note that unstructured and semi-structured data are represented in a large share of the 

competitions. In four out of ten competitions, we were able to identify elements that 

were classified as intersecting and that went beyond the mere matching of 

unstructured data with the associated labels (D5). In terms of accuracy (D8), we can 

observe that the data range from reliable to error-prone. Overall, we consider all 

subjective ending conditions to be fulfilled, as shown in Table 1. However, the 

subsequent evaluation could call this finding into question again in the event of 

significant inconsistencies. 

4.2 The Final Taxonomy 

The final version of the taxonomy is shown in Figure 3. A detailed definition of all 

mentioned characteristics is in the Appendix. Overall, core aspects of the big data 

concept have found their way into this taxonomy. However, dimensions such as 

granularity or scale also play an important role in measuring heterogeneity. 

  

Figure 3. Final Taxonomy of Data Heterogeneity 
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5 Evaluation 

For evaluation purposes, we classify a selection of diverse data sets relevant to fields 

such as finance or politics. We choose to evaluate the data in the narrower sense (i.e., 

potential external data is not considered as strongly for example regarding 

relationality). Table 2 shows the results of the classification according to the proposed 

taxonomy. In the following, the dimensions for which classification was particularly 

interesting or difficult will be discussed. 

Table 2: Data set classification based on the taxonomy 
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1Ravenpack is a financial database that contains insights like sentiment or novelty for financial news.  
2The primary database for U.S. companies to submit filings. 3Published by the Federal Statistical Office of Germany. 
4The data was obtained from geoportal.nrw. 5GAB is a social media forum frequented by people characterized as “alt-
right.” [34]. The corpus was acquired from pushshift.io. 

 

Since the full Ravenpack database has a volume of upwards of 100 GB, it does not fit 

the RAM of common PCs. Granularity can be viewed from two angles. With respect 

to time, the data are fine-grained, since they can be matched down to the millisecond. 

At the same time, as only the sentiment and novelty of the message is provided, the 

contents can no longer be traced granularly. Due to this goal conflict, we assign the 

characteristic medium-grained. The data is intersecting, as the company identifier and 

name of the news source can be joined with supplementary information. Since both a 

company and time level exist, we classify Ravenpack as having multiple scales. The 
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relevant data has a consistent representation and may contain sporadic errors, like 

stale data points.  

EDGAR is a database of company and individual filings operated by the United States 

Securities and Exchange Commission. Since the file size of all copies of just one 

specific type of filing already in 2012 was more than 200 GB, the characteristic fits 

distributed storage is assigned [35]. This has implications for the subsequent steps in 

the information value chain, both for retrieval which impacts the subsequent analysis. 

The filings can be retrieved as HTML, which are composed of different sections that 

contain natural language or tables. Hence, we consider the data to be semi-structured. 

Even though we consider the data to be semi-structured, the representation is rather 

consistent with a well-defined set of sections that are required for different filings.  

The consumer price index data is provided by the Federal Statistical Office of 

Germany. The data is periodically updated to include new time periods. It is rather 

coarse grained as the values are provided on a monthly basis and aggregated to the 

federal level. We consider the provided data comparatively reliable. Naturally, the 

Statistical Office must aggregate different sub-measurements to create the provided 

data set, which may contain irregularities to some degree. At the same time, issues 

like missing values or false data values do not occur. 

The retrieved geo data for locations of hospitals in Düsseldorf hospitals fits easily 

into RAM. It has a semi-structured format. The data is self-contained as no further or 

external data sets must be integrated to use the data. The reliability of the data is high. 

The GAB corpus at hand measures about 60 GB but is limited to a time period of two 

years. However, modern HDDs provide the capacity to easily store data for an even 

larger time period. We consider the data to be fine-grained, as each comment is 

available accompanied by important meta information like the number of likes or the 

id of the parent comment. The relationality is high because each comment can be 

related to other comments, responses or users.  

In summary, we note that the taxonomy developed conceptually and by analysis of 

Kaggle data sets can be applied to various data sets from different domains. The 

above explanation is also intended to demonstrate that the classification of new 

records is not always free of controversy. At the same time, we believe that the set of 

chosen dimensions can help to characterize differences in heterogeneity that can give 

important clues for the subsequent steps in the information value chain. Thus, we see 

the assessment that the subjective ending conditions are fulfilled as confirmed. 

6 Discussion and Conclusion 

In this paper, we built and presented a taxonomy of data heterogeneity, using both 

inductive and deductive steps for taxonomy building. The used data sources include 

the Kaggle platform and various other data providers. The value of the developed 

taxonomy is based on the idea that the identified dimensions delineate different 

aspects of data heterogeneity. Overall, we showed that the proposed dimensions and 

characteristics can help capturing different aspects of heterogeneity. Enabling 

researchers and practitioners to describe and comprehend different aspects of data 
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heterogeneity is particularly relevant, as this fundamentally supports data 

understanding. Data sets that are similar with respect to their heterogeneity may 

require related techniques for cleaning, transforming, and analyzing the data. The 

mapping to processing and analysis steps further down the information value chain 

poses potential for subsequent research. One concrete example is statistical modeling 

situated in the information phase. Here it can be essential to consider existing data 

hierarchies in order to incorporate them in the model design. Industry practitioners, 

such as statisticians, data scientists or other professionals, can also benefit from a 

fundamental classification of data heterogeneity. In this way, it can be determined at 

an early stage how extensive steps such as data cleansing or pre-processing will be. 

While the data of the analyzed Kaggle competitions is distinctly more 

heterogeneous than comparable data that is analyzed in typical scientific journals 

from business and economics, it is still subject to an inherent selection basis. On the 

one hand, in Kaggle Competitions data already has been cleaned, filtered and 

integrated in many cases. On the other hand, much of the data used in the business 

context today remains structured. In comparison, Kaggle data is much more 

heterogeneous. A final answer to this question is beyond the scope of this paper but 

offers potential for subsequent studies. Additionally, misclassifications can occur 

because it is not always possible to assign the characteristics with a high degree of 

separation. For example, a time variable that is provided granularly can be grouped 

using different levels (years, months, etc.), which can make it difficult to arrive at a 

sensible assessment. 

Further analyses in areas where heterogenous data sources are prevalent provide 

ample opportunities for investigation. Future research could apply the developed 

taxonomy in a large-scale fashion to a larger number of data sets. New dimensions or 

characteristics could emerge or the (lack of) variation in a dimension could be used as 

an indicator to prune excess dimensions that are not essential. Thinking one step 

further, the analysis of the interdependencies of the elements along the entire 

information value chain is also promising and holds great potential for research and 

practice. 
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 Appendix: Description of Characteristics 

 D1 Volume 

Fits RAM The data fits into memory of a business pc or workstation. 

Fits HDD The data does not fit memory, out-of-core algorithm required. 

Fits distributed storage The data is too large, distributed storage becomes necessary. 

 D2 Velocity 

Static The data set does not change over time [26]. 

Periodical updates The data set is extended and updated at regular points in time [26]. 

Irregular updates The data set is updated and extended at varying points in time. 

Continuous stream Quasi-flood of continuous data stream, often with low latency [36]. 

 D3 Variety 

Structured The stored data is represented in a strict format (e.g. database 
structure) [27].  

Semi-structured Schema information is mixed with the data. Conformity to the 
defined format is less strict compared to structured data [27]. 

Unstructured Barely any type definitions are included in the loosely structured 
data [27]. 

 D4 Granularity 

Fine-grained Data is fine-grained compared to the phenomenon of interest [30].  

Medium-grained An intermediate scale between fine-grained and coarse-grained. 

Coarse-grained The data points are coarse-grained compared to the phenomenon of 
interest, i.e. each data point covers a lot of time, space, … [30]. 

 D5 Relationality 

Self-contained Data contains no or few fields that can be related to complementary 
data sets [29]. 

Intersecting Data contains common fields that can be matched with 
complementary data sets [29]. 
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    D6 Scale 

Single scale considered The data is measured at the same scale [31].  

Multiple scales 
considered 

The data is measured at multiple scales. (Dis-)aggregation may be 
necessary to relate parts of the data to each other [31]. 

 D7 Representational Consistency 

Consistent Data is represented in the same format and compatible with 
previous data from the same source [32]. 

Inconsistent Data is represented in the different formats. Integrating new data 
with previous data is cumbersome and error prone [32]. 

 D8 Accuracy 

Reliable The data is correct, reliable, and precise [32]. 

Sporadic errors Data may contain some errors or missing values. 

Error-prone Frequently the data is not correct, reliable, and precise [32]. 
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