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Abstract. Big data has proved to be one of the most promising trends in recent 

years. However, many challenges and barriers still exist, especially when it 

comes to the strategic planning and realization of those kinds of projects. Most 

of all, the selection and combination of the domain–related technologies

represents a sophisticated endeavor that increases the complexity of creating a 

big data system. Hence, it is not surprising that the demand for experts in this 

area is steadily increasing. To overcome this problem and the related shortage 

of required knowledge, in the following paper the concept of a decision support 

system for the selection of appropriate big data technologies is introduced, in 

order to implement a given project. Through the use of the design science 

research methodology a preliminary artifact was developed that provides 

sophisticated recommendations as well as architectural models and blank 

systems to support the systems engineering procedure. 

Keywords: Big Data, Technologies, Decision Support, System, Design Science 

1 Introduction 

The amount of data produced by humanity is increasing continuously [1]. This 

challenge exceeds the capabilities of traditional approaches in different ways, 

requiring new solutions for this task [2]. As a result, the term big data and its 

accompanying technologies have emerged. For now, a four-digit range of those 

solutions are existing, and the number is constantly increasing [3]. This circumstance 

reinforces the already existing complexity of the selection, combination, and 

governance in different ways [4]. In contrast to conventional information technology 

(IT) projects, the efficient handling of the data, in terms of storing and processing, 

requires the combination of specific immature technologies [5]. Reinforced by the 

prevailing lack of specialists [6] it becomes apparent why the realization of big data 

projects and the choice of the appropriate technologies represent such a sophisticated 

endeavor. A possible solution for this task lies in the creation of a decision support 

system (DSS) for the technology selection in projects [7]. Although decision support 

systems are common in many domains, such as business [8] or transportation [9], 

there is to our knowledge no existing approach for big data that solves the 
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aforementioned problems. This leads to the following research question (RQ): How 

can decision support for the technology selection in big data projects be facilitated in 

a systematic and computer-supported way?”. To answer this, the design science 

research (DSR) methodology according to Hevner et al. [10] and Peffers et al. [11] 

are used. Additionally to that, for the creation of the actual concept, the system 

development research method by Nunamaker et al. [12] is followed as well as various 

guidelines for the creation of DSS [13–15].  

2 Related Work 

When it comes to the realization of big data projects, there is a multitude of 

approaches that try to support the procedure from various perspectives. This becomes 

apparent, when searching for domain-related phrases in concatenation with big data, 

such as “project, requirements, use case, decision support, engineering, architecture”. 

Apart from general descriptions and guidelines [5, 16–20] also technical 

specifications, such as reference architectures [21–24] and use case descriptions, are 

available [25–28]. However, to our knowledge, no systematic approach covering the 

realization from an end-to-end perspective exists. Although the idea of decision 

support systems in conjunction with big data is not new, many of them are 

predominately harnessing it for the enhancement of decision support [9, 29–32]. In 

any case, the starting point is the definition of a project goal and, thus, the 

requirements that need to be developed beforehand. This is also explicitly highlighted 

in the contribution by Volk et al. [5] who attempt to present a general workflow for 

the execution of big data projects including also a general reasonability check [5, 16]. 

Another approach, presented by Portela et al. [17], seeks to provide a similar solution. 

Consequently, due to the complexity of this domain, a prior reasonability check may 

provide initial decision support and represents a first assessment of the planned 

project [16, 17]. To specify this decision support in a more detailed way, further 

information about the planned project as well as a sophisticated inference engine are 

needed. A foundation for both is introduced in [20]. Here, an analytical hierarchy 

process (AHP) for the selection of the most appropriate technologies is implemented. 

In general, multi-criteria decision-making (MCDM) methods, are today frequently 

utilized within DSS [33]. However, this is not necessarily needed, as [19] show. 

Further, in both cases only a limited amount of tools and technologies are considered. 

Due to the currently existing amount of those, their interconnections and the specific 

constraints that have to be regarded, a comprehensive knowledge base is needed. In 

the context of this, only one particular contribution was found that tries to overcome 
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the complexity of the sheer amount of existing tools and technologies in this area. In 

[4], the ontology BDTOnto for the classification of big data tools and technologies 

was introduced. The basic structure is oriented on the crucial steps of a big data 

project and the performed operations in each phase. Hence, this approach appears to 

be sufficient as a foundation for such kind of a system. Eventually, through the 

adaption and extension of the ontology, a variety of different outputs might be 

imaginable. Additionally to the general recommendations, also concrete artifacts in 

the form of a diagram or blank systems could be facilitated. 

3 The Concept for a Decision Support in Big Data Projects 

Based on the findings of the previous investigations, a systematic approach to develop 

such kind of a solution is conducted. Before the actual conceptualization of the 

system is taking place, basic requirements need to be developed for the intended 

solution itself [12]. In order to obtain a better overview of the system, its 

functionalities, and the interaction with possible stakeholders a use case diagram was 

modeled (cf. Figure 1). 

 

 
Figure 1. Use case diagram of the intended system 

 

The diagram depicts the intended solution as well as different actors. In addition to 

the person responsible for the interaction with the system (user), the experts represent 

the required knowledge necessary for the realization of the proposed 

recommendations. In terms of this, a multitude of additional information, such as 

system requirements, the system environment, monetary expenditures for software 

licenses and others are imaginable. To give the recommendation, the system initially 

processes the input information from the user. Depending on the time spent for the 

actual planning, this may come from a thoroughly performed requirements 

engineering procedure (RE) or the extraction from standardized use-cases which fit 

the roughly planned project needs (comparison). Once the necessary information is 

provided, a general reasonability check should be performed, such as described by 

[16, 17]. This may allow responsible persons to quickly check the meaningfulness 

before the detailed planning is taking place and therefore have validation for the 

project itself. For this purpose, adequate methods and a comprehensive knowledge 
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base are required, especially for the following deduction of concrete 

recommendations. While suitable ideas for the knowledge base were addressed by 

various authors, such as in [4, 19], less effort was determined for the latter [20]. 

However, it was noticed that in any case the observation of multiple criteria appears 

to be promising and, thus, appropriate methods for MCDM should be applied, as 

previously highlighted. Apart from the general provision of various recommendations, 

also a presentation of the particular architecture model or even the deployment of a 

blank system appears to be desirable. While the first may contain concrete 

implementation details, the second could deliver an initial setup, to be used for testing 

and further configuration. Essentially the depicted setup (cf. Figure 1) conforms to the 

recommended structure of a DSS, highlighting the main parts: inputs, processes, and 

outputs [13]. However, to represent the “flow of information from the output 

component to the decision-maker concerning the system's output or performance” 

[13] also a feedback part is needed. This could be realized through the use of a 

graphical user interface. Whenever inputs (initial requirements, use case comparisons) 

or adjustments (specifications) are needed, the user will be able to conduct those. 

After the input is defined, a MCDM method applied and the recommendations given, 

the user interacts with the system to proceed with the construction of concrete 

architecture models and the deployment of a blank system originating from the 

deduced information. Corresponding to the presentation and description of the 

aforementioned use case diagram, the following functional requirements for the 

planned solution are derived (cf. Table 1).  

Table 1. Derived basic requirements of the system 

No. Basic functional requirements 

1 Provide recommendations to the user that support the system engineering. 

2 
Process the received input information from the RE procedure or 

comparisons. 

3 Provide a first reasonability check that identifies the general meaningfulness. 

4 Allow adjustments of intermediate results by responsible users.  

5 Deploy an initial system that is based on the given recommendation. 

6 Formulate an architecture model that is based on the given recommendation.  

 

     Before the actual development of the solution is taking place, first, the concept of 

the underlying knowledge base needs to be defined. As described in section two, a 

suitable solution for this was already realized in [4]. The developed ontology shall 

serve as a base for further use and extension of required information, and, thus be 

adopted for the intended DSS. However, modifications required for the application of 

the MCDM are needed. This includes, for instance, the attainability of requested 

project requirements on a technological level or compatibilities to be recognized here. 

Secondly, the structure of the system is needed. The realization is planned in the form 

of a webapplication, not only facilitating a greater user experience by using a 

appealing state-of-the-art framework for the GUI, but also to reduce the effort for 

future maintenance and updates. Eventually, to ensure that the artifact offers all 

https://doi.org/10.30844/wi_2020_c11-volk



 

 

functionalities and fulfills the designated purpose, the evaluation pattern by 

Sonnenberg and vom Brocke [34] will be applied. In doing so, additional to the 

evaluation of the meaningfulness, feasibility, usability, and functionality, also a large-

scale implementation in a business context is planned. 

4 Conclusion 

Big data proved to be an important asset in many application areas. To ensure that this 

success continues in the future, new approaches are required to overcome the 

increasing complexity of big data project realization. Hence, in this work the concept 

of a decision support system was introduced, providing a first blueprint for the future 

development of a prototype. This shall not only deliver sophisticated 

recommendations but also allows the conception of architectural models and the 

deployment of blank systems.   
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