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Abstract. In crowdsourcing, reviewing and evaluating textual data is a latent 
challenge. While text mining and machine learning represent promising tech-
nologies to solve this problem, it is still unclear how information systems based 
on these technologies (i.e., intelligent decision support systems) should be de-
signed. In this study, we address this gap and develop overarching design re-
quirements, design principles, and design features for intelligent decision sup-
port systems in crowdsourcing. The study follows a design science research ap-
proach with a cross-industry research consortium comprising 8 organizations. 
Our results are based on 41 semi-structured interviews, 13 expert workshops 
with 53 participants, statistical analyses with data from 676 crowdsourcing pro-
jects, and 2 field tests. For research, we introduce transparency and control as 
two additional meta-requirements for intelligent decision support systems and 
capture seven guiding principles for designing such systems. For practitioners, 
we describe specific design features that show how to instantiate these princi-
ples. 
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1 Introduction 

In crowdsourcing, organizations use open calls to engage large networks of people 
and collect their solutions, ideas, or feedback to solve a predefined task [1]. The ap-
proach offers the opportunity to take advantage of vast amounts of user-generated 
data and has found widespread adoption in different domains, including innovation 
management for product development [1] or software development for application 
testing [2]. However, it represents a latent challenge to review and evaluate 
crowdsourced data [1, 3]. Piezunka and Dahlander [4] studied how 922 organizations 
leveraged crowdsourced data and found that they often “fail to harness the full poten-
tial of crowdsourcing due to inadequate filtering mechanisms” (p. 876). Google, for
example, required almost three years and 3’000 employees to analyze 150’000 ideas
submitted to its Project 10

100 [1].  
In order to cope with large amounts of user-generated contributions in crowdsourc-

ing, research and practice are increasingly using text mining and machine learning. A 
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number of studies have already demonstrated the potential of these algorithms to 
support the evaluation of ideas [5], the prioritization of software defects [6], or the 
identification of locations in incident reports [3]. However, these studies have mostly 
focused on domain-specific instantiations that demonstrate the technical capabilities 
(e.g., performance, features) of the algorithms. They have focused less on design 
knowledge that guides the deployment and adoption of text mining and machine 
learning in full-fledged information systems [7]. Hence, while the technical develop-
ment of the algorithms is advanced, it is still unclear how intelligent decision support 
systems based on these algorithms should be designed in crowdsourcing [8]. Appro-
priate IS designs are crucial for the acceptance and adoption of such systems [9]. To 
better understand how these systems should be designed, scholars have called for 
studies to “contribute guidelines for design artifacts” that support decision-making in 
these contexts [8]. 

In this study, we aim to close this gap and answer the following research question: 
What design principles should guide the development of intelligent decision support 
systems (DSS) in crowdsourcing? Design principles are statements that capture ab-
stract design knowledge and prescribe “what and how to build an artifact in order to 
achieve a predefined design goal” [10]. To develop these design principles, we fol-
lowed a design science research approach based on Peffers et al. [11]. Our research 
was conducted over 3.5 years with a consortium comprising 8 organizations [12]. It 
took part in three design-and-evaluate iterations that included 41 interviews, 13 work-
shops with 53 participants, statistical analyses with data from 676 projects, and 2 field 
tests. In these iterations, we (1) defined design requirements with related design prin-
ciples and design features for intelligent DSS, (2) developed software prototypes for a 
formative evaluation, and (3) instantiated them in organizations for a summative 
evaluation.  

The contribution of this study is threefold. First, we extend existing studies in the 
decision support field, which have mostly focused on the traditional efficiency-
effectiveness framework [13–15], and introduce transparency and control as addition-
al meta-requirements when designing intelligent systems. Second, for research on 
crowdsourcing, we define design principles to guide the development of intelligent 
DSS. We extend existing literature, which has already examined specific instantia-
tions of text mining and machine learning [e.g., 3, 5, 6], and capture the necessary 
design knowledge for their deployment in intelligent DSS. Third, we describe specific 
design features that show how the design requirements and principles can be ad-
dressed.  
The remainder of this paper is structured as follows: First, we present the theoretical 
background of our study and review literature on crowdsourcing and decision support. 
Second, we elaborate on our design science research approach. Third, we reveal the 
results and discuss their implications for theory and practice. Fourth, we conclude our 
study by acknowledging its limitations and offering an outlook for future research.  
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2 Related Work 

2.1 Crowdsourcing 

The fundamental principle of crowdsourcing revolves around the use of an open call 
through which an organization engages a potentially large and diverse network of 
people to collect their contributions to a predefined task [1]. Compared to traditional 
sourcing approaches that rely on only few designated agents (e.g., innovation manag-
ers, testing experts), crowdsourcing seeks to mobilize an independent group of con-
tributors to perform these tasks [1]. The approach facilitates the collection and aggre-
gation of data and allows organizations to benefit from a wide range of user-generated 
contributions [16]. In this study, we focus on crowdsourcing settings that deal with 
textual contributions. Such contributions may include ideas for innovation manage-
ment [1] or bug reports and usability feedback in software testing [2]. Given the de-
centralized nature of crowdsourcing, contributions are often collected through IT 
platforms [17]. On the one hand, these platforms enable organizations to allocate 
tasks to a crowd and coordinate their activities. On the other hand, the platforms serve 
as focal points for organizations to aggregate and retrieve contributions. In this way, 
the platforms represent the interface between the organizations seeking to broadcast a 
task and a large number of contributors willing to perform the task [17]. Individuals 
working at this interface (e.g., product owners, test managers) take a boundary-
spanning role as decision-makers for the organizations [18]. They are responsible for 
processing the data and selecting relevant contributions for the organizations (e.g., 
implementing an idea or fixing a defect) [16]. However, the quantity and complexity 
of user-generated data in crowdsourcing often make it impossible for decision-makers 
to process the data by themselves in an efficient and effective manner. Especially for 
crowdsourcing platforms that are based on large amounts of unstructured, textual 
contributions, it is imperative to employ mechanisms that support decision-makers in 
integrating or selecting relevant contributions [1]. 

2.2 Decision Support 

Decision support is the area of IS research that is concerned with supporting and im-
proving decision-making in organizations [19]. Decision-making is generally defined 
as a process comprising three distinct phases: (1) a processing of informational cues, 
(2) an assessment of possible courses of actions, and (3) a commitment to action [20]. 
In crowdsourcing, such decision-making processes may comprise (1) an initial screen-
ing of user-generated ideas, (2) an evaluation of their projected costs and market po-
tential, and (3) a final choice of implementation [21]. However, extant research sug-
gests that cognitive limitations and bounded rationalities constrain decision-makers in 
their assessment of information during such processes [13]. With increasing infor-
mation load [22], it becomes more difficult for decision-makers to identify relevant 
information [23] or to recall prior information and set priorities [24]. Studies also 
show that their search strategies through data sets become limited and less systematic 
[25]. Personal DSS are designed to expand human information-processing capabilities 
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and improve their decision-making in such settings of high information load [13]. 
Traditionally, this has been achieved either by automating standardizable information 
processing tasks or by defining and ordering the activities for decision-making, i.e., 
structuring the process and providing recommendations [26, 27]. A basic design for 
this type of DSS includes components for “(1) sophisticated database management 
capabilities […], (2) powerful modeling functions […], and (3) powerful, yet simple 
user interface designs that enable interactive queries, reporting, and graphing func-
tions” [14].  

While traditional DSS have mostly focused on structured data, DSS research has 
recently witnessed a “move toward dealing with massive collections of relatively 
unstructured data“ [28]. In this context, text mining and machine learning are gaining 
in importance for decision support. Text mining denotes the process of extracting 
useful information from unstructured, textual data through the exploration of mean-
ingful patterns [29]. For this purpose, unstructured text needs to be preprocessed into 
a format that is compatible for machines. Afterwards, machine learning provides the 
means to recognize patterns or extract information. Supervised approaches (e.g., clas-
sification) offer ways to assign contributions to predefined classes. Unsupervised 
approaches (e.g., clustering) are capable of finding relationships and structures in 
large sets of contributions without predefined classes. DSS based on these technolo-
gies are often referred to as intelligent DSS [19]. Designing such systems is challeng-
ing because the system characteristics (e.g., ability to learn, autonomy) and the user 
interaction with the system (e.g., perceived loss of control) differ from traditional 
decision support technologies [30]. This “shift necessitates reconsidering guidelines 
for the design product and design process associated with such artifacts” [8], as we 
cannot rely on existing design paradigms and principles. For intelligent DSS in par-
ticular, studies show that, if such systems are not well designed, decision-makers are 
likely to reject their recommendations and refrain from relying on them [9]. Thus, 
related work in the IS and design science field has called for more research to “con-
tribute guidelines for design artifacts” [8]. Especially in crowdsourcing, little is 
known on how to design and leverage “computational approaches to evaluate the 
feedback of crowdsourcing” [7]. 

3 Design Science Research Approach 

Design science research (DSR) represents a well-established approach in IS research 
that is concerned with the creation of artifacts seeking to extend the boundaries of 
human and organizational capabilities [31]. In this study, we are concerned with de-
fining design principles for intelligent DSS in crowdsourcing. Design principles are 
one of the most widely used vehicles to “convey design knowledge that contribute 
beyond instantiations applicable in a limited use context” [10]. Research typically 
conceptualizes design principles in conjunction with design requirements and design 
features [32]. Design requirements represent meta-requirements [33] which describe 
the “generic requirements that any artifact instantiated from this design should meet” 
[32]. Design principles can be defined as statements that prescribe how instantiated 
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artifacts should be built in order to meet its requirements [10, 32]. Design features 
represent specific ways to implement design principles in an actual artifact [32]. Thus, 
design principles represent the link between overarching design requirements and 
concrete design features. They are important on three accounts [10]. First, they ab-

stract away from specific instantiations (e.g., design features) and capture design 
knowledge about instances of artifacts that belong to the same class [34]. Second, 
they communicate essential design knowledge and prescribe “what and how to build 
an artifact in order to achieve a predefined design goal [i.e., a design requirement]” 
[10]. Third, they contribute to more comprehensive design theories, e.g., IS designs 
for intelligent DSS [35]. 

3.1 Research Process and Context 

In order to systematically develop design requirements, design principles, and design 
features for intelligent DSS in crowdsourcing, we followed the well-established DSR 
process proposed by Peffers et al. [11]. This approach synthesizes the common phases 
of design science research discussed in existing literature [e.g., 31, 33]. Figure 1 
below provides an overview of our process. As design science research represents an 
iterative and incremental approach [31], we conducted three design-and-evaluate 
iterations. The data collection and analysis in these iterations is explained in more 
detail in section 3.2.  

 

Figure 1. Design Science Research Approach based on Peffers et al. [11]  

Our research context was a cross-industry research consortium [12] that consisted 
of 2 financial institutes, 2 insurance companies, 2 industrial corporations, 1 multina-
tional retailer, and 1 public transportation provider. All companies use crowdsourcing 
for software testing and innovation (CST). This setting was chosen because CST 
exhibits two characteristics that make it especially well-suited for developing over-
arching design principles for intelligent DSS. First, CST comprises different types of 
textual contributions. Functional testing, for example, requires the crowd to contribute 
short and technical bug reports with ground truth, while usability testing aims to elicit 
generative feedback and ideas for software features with no ground truth. Second, 
CST comprises distinct decision-making tasks. In functional testing, decision-makers 
are required to judge the severity of bug reports and prioritize them. In usability test-
ing, they need to aggregate feedback and select the most requested features for change 
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requests. Thus, CST can be regarded as a “microcosm” [2] for crowdsourcing insofar 
that it integrates a variety of textual contributions and decision-making tasks in one 
unified setting. This should benefit the generalizability of the design principles be-
yond our research context. 

3.2 Data Collection and Analysis 

The three DSR iterations were conducted over a period of 3.5 years from 2015 to 
2019 and include a total of 41 semi-structured interviews, 13 expert workshops with 
53 participants, data from 676 crowdsourcing projects, and 2 field tests with complete 
DSS. 

In the first iteration, we aimed at defining an initial set of design requirements, de-
sign principles, and design features for intelligent DSS in crowdsourcing. For this 
purpose, we reviewed existing literature on decision-making and decision support 
[e.g., 13, 14], and conducted 4 expert workshops and interviews with 40 participants 
from our research consortium. We asked the participants to describe the crowdsourc-
ing process, explicate focal challenges, and outline potential improvements through 
DSS. We took notes and clustered the responses. To evaluate our results, we conduct-
ed 31 semi-structured interviews with independent, external subject-matter experts 
(e.g., testing experts, QA managers). These interviews served as a first, formative 
evaluation1 [36]. 

In the second iteration, we focused on instantiating the design requirements, design 
principles, and design features in feasible software prototypes to ensure their technical 
feasibility. For this purpose, we referred to well-established text mining and machine 
learning algorithms [e.g., 37]. We developed these prototypes in Python and demon-
strated them in 9 expert workshops with a total of 16 participants to gather insights on 
how to configure the algorithms, achieve sufficient performance (i.e., accuracy, sensi-
tivity, specificity), and visualize the results. To ensure that the prototypes are feasible 
and achieve the targeted performance, we used training and test data from 676 
crowdsourcing projects conducted by organizations in our research consortium. The 
data comprised more than 300’000 crowdsourced contributions. Training and testing 
the prototypes served as a second, formative evaluation1 [36]. 

In the third iteration, we focused on implementing a complete DSS in organizations 
of our consortium. We used insights from existing research on DSS designs [e.g., 27] 
to develop a functional frontend, a backend with our text mining and machine learn-
ing prototypes, and a database for a web-based DSS in crowdsourcing. Before finaliz-
ing and implementing the complete DSS, we conducted 10 semi-structured interviews 
during which we demonstrated mockups of the system to experts (e.g., testing experts, 
QA managers) to gather their feedback on the functionality of the system and the 
visualization of the results. This was done to ensure that the final DSS is suitable and 
ready to be used by the decision-makers in the organizations. As a concluding, sum-
mative evaluation1, we conducted 2 field tests and implemented the DSS in organiza-
tions [36].  

                                                           
1  For more details on the evaluation, please refer to section 4.2 
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4 Results 

4.1 Design Principles for Intelligent DSS in Crowdsourcing 

Design principles communicate design knowledge on how to build an artifact to 
achieve a predefined design goal [10]. We refer to such design goals as design re-
quirements [32, 33]. In decision support theory, existing research typically describes 
two primary objectives of decision-makers: maximizing decision quality and mini-
mizing effort [13, 14]. In practice, the decision-makers in our workshops and inter-
views described similar goals and outlined two major issues in crowdsourcing that 
need to be addressed: (1) the quantity of contributions and (2) the complexity of their 
content. The former makes the evaluation time-consuming (e.g., “it is not possible to 

manually process and evaluate all data”; Innovation Manager, IT Services). The 
latter induces a high information load and makes the evaluation error-prone (e.g., “it 

is definitely possible that a business analyst will reject [a change request] at a later 

stage because I made a mistake”; Test Manager, Retail Bank). Thus, as a first im-
portant insight, we find that intelligent DSS should at least aim to increase (1) the 
efficiency and (2) the effectiveness of decision-making in order to be useful in 
crowdsourcing. Importantly, however, the workshops and interviews revealed two 
additional requirements that have received much less attention in existing DSS re-
search: maintaining transparency and control during decision-making. For decision-
makers, intelligent DSS often represent a black box if they are not well explained 
(e.g., “I would not blindly trust automated reports. I always want to know what is 

going on. I want to have enough control to be able to intervene”, Test Manager, In-
surance). Transparency can be defined as a “mechanism to expose decision making” 
[38]. Siau & Wang [39] explain that for intelligent DSS, it is crucial to be able to 
understand “how they are programmed and what function will be performed in certain 
conditions. [A DSS] should be able to explain/justify its behaviors and decisions” (p. 
51). Control, on the other hand, refers to “the degree of actual influence over the na-
ture of the decision made” [40]. It involves authority over the procedure through 
which a decision is made. Thus, as a second important insight, we argue that the de-
sign of an intelligent DSS in crowdsourcing should be considerate of two additional 
meta-requirements that revolve around (3) maintaining a sufficient degree of trans-
parency and (4) maintaining a sufficient degree of control by its user (see Figure 2). 
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Figure 2. Design Requirements for Intelligent DSS in Crowdsourcing 

Guided by these design requirements (DR), we developed design principles (DP) 
and design features (DF) for intelligent DSS in crowdsourcing. They are informed by 
moderated expert workshops and interviews in which we asked decision-makers from 
our consortium to describe their crowdsourcing processes, explicate focal challenges, 
and outline potential improvements through DSS. We developed design principles 
and design features, compared and discussed them across the workshops and inter-
views, and mapped them to the previously defined design requirements. We repeated 
the process until we reached consensus with regard to the principles and features. In 
the end, the workshops and interviews revealed 4 design principles that make it possi-
ble to reduce the manual effort and information load in crowdsourcing: an omission of 
irrelevant contributions (DP1), a consolidation of redundant contributions (DP2), a 
prioritization of important contributions (DP3), and an indication of the recommend-
ed decision (DP4). DSS that follow these design principles help to increase the effi-
ciency (DR1) and effectiveness (DR2) of decision-making in crowdsourcing. In 
crowdsourcing, it is possible to instantiate these principles with quality filters (e.g., a 
classifier that identifies high and low quality contributions based on textual features, 
such as their length or the number of spelling mistakes; DF1), triaging systems that 
group similar feedback (e.g., a classifier that is trained to assign contributions to a 
category; DF2), duplicate detection with sentiment analysis (e.g., a classifier that 
automatically identifies critical reports; DF3), and recommendations (e.g., a classifier 
that calculates probabilities for successful implementation based on past data; DF4). 
However, given that these features are part of intelligent DSS and build upon text 
mining and machine learning algorithms, it is crucial to maintain transparency (DR3) 
and control (DR4). The workshops and interviews revealed three additional design 
principles to address these design requirements: a translation of machine outputs in 
human understandable actions (DP5), an explanation of operations leading to recom-
mended actions (DP6), and a potential adaptation of operations and rules (DP7). To 
instantiate these principles [e.g., 38], the DSS should communicate the results in ac-
tionable and easy interpretable statements instead of abstract values or outputs (DF5), 
include popups and tooltips to explain the results (DF6), and allow the user of the 
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Shim et al., (2002): “Research [on DSS] has typically focused on how 
information technology can improve the efficiency with which a user makes 
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DSS to configure the system and control the workflow (DF7). Figure 3 provides an 
integrated overview of our findings. 

 

Figure 3. Overview of Design Requirements, Design Principles, and Design Features 

For the instantiation of our design principles and design features, we developed a 
DSS that supports decision-makers (e.g., project managers) in processing and evaluat-
ing crowdsourced data (Figure 4). Exhibit A shows the system’s analytics dashboard 
[28] that allows decision-makers to visualize key performance indicators and monitor 
trends. It gives access to aggregated, high-level data and aims to provide a better 
understanding of the crowdsourced data. The interface is tile-based and offers the 
decision-makers control over the appearance and the order of the algorithms’ results. 
The underlying functions are explained in tooltips. Exhibit B shows a drill-down view 
into low-level data. These views are accessible through the dashboard and allow deci-
sion-makers to search or scan for specific information in crowdsourced data once 
interesting patterns or trends have been identified. The DSS prioritizes important 
contributions, collapses duplicates, and offers recommendations in this view. Based 
on the decision-makers’ actions, verified labels are generated to improve the models 
in the backend. 

 

Figure 4. Frontend of the DSS with Design Features (Left: Exhibit A; Right: Exhibit B) 
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4.2 Evaluation  

For the evaluation (see Table 1), we followed the framework proposed by Venable et 
al. [36]. This evaluation framework creates a bridge between evaluation goals (forma-

tive or summative) and evaluation strategies (artificial or naturalistic) in DSR.  

Table 1. Overview of Evaluation  

 Iteration 1 Iteration 2 Iteration 3 

Goal Relevancy (formative) Feasibility (formative) Usefulness (summative) 

Strategy Qualitative (artificial) Quantitative (artificial) Mixed (naturalistic) 

Method Interviews Machine Learning  Field Tests 

Data 31 interviews  300’000 texts Usage data; 10 interviews  

 
First, we aimed to evaluate whether the requirements, principles, and features are 

relevant for DSS designs or whether they need to be adapted. For this purpose, we 
conducted a total of 31 semi-structured interviews with independent subject-matter 
experts from 20 different organizations (i.e., 5 project managers, 3 executives, 4 heads 
of departments, 10 QA and test managers, 2 analysts, 3 consultants, 4 innovation 
managers that are all involved in IT management or data analytics). We asked them to 
the explain their processes of collecting and analyzing data, describe common prob-
lems, and outline potential decision support mechanisms. The results of the interviews 
confirm that decision-makers are often looking for ways to increase their efficiency 
(e.g., “faster reaction times”; Test Manager, Financial Services; DR1, DP1-4) and 
effectiveness (e.g., “categorize feedback to examine the effectiveness of new app re-

leases and updates”; Project Manager, Analytics Provider; DR2, DP1-4). They also 
emphasized that transparency (e.g., “transparent and comprehensive results”, Innova-
tion Manager, Marketing; DR3, DP5-6) and control (e.g., a “human-centered ap-

proach” with as much user control as possible; Project Manager, Energy Provider; 
DR4, DP7) would be imperative for any intelligent DSS used in their jobs. Thus, we 
find support that our requirements, principles, and features capture relevant compo-
nents for intelligent DSS.  

Table 2. Results of the Formative Evaluation in Iteration 2 

 Accuracy Additional Measures 

 Requirement Actual Sensitivity Specificity 

DF1: Random Forest 0.75 0.76 0.75 0.77 

DF2: Random Forest 0.75 0.86 0.76 0.87 

DF3: Cos. Similarity/Neural 

Net 

0.75 0.95 0.83 0.95 

DF4: Random Forest 0.75 0.72 0.76 0.69 

 
Second, we aimed to ensure that the principles and features are technically feasible 

and can be instantiated in prototypes. This can be done by training and testing algo-
rithms with labelled data [29]. In this way, it is possible to evaluate in a controlled 
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setting whether the algorithms are able to technically achieve sufficient performance 
in terms of accuracy, sensitivity, and specificity to support decision-makers. We used 
the standard k-fold cross-validation approach with 5 folds or hold-out samples. The 
results of the training and testing process with data from 676 crowdsourcing projects 
are listed in Table 2. The performance measures show that classification algorithms 
(DF1-DF4) are capable of achieving the decision-makers’ minimum requirements of 
75% in terms of accuracy, with a sufficiently high sensitivity and specificity. The 
implementation of DF5-7 is possible with standard web-technologies for frontend 
design (e.g., HTML, CSS, Javascript). Hence, all our design principles and features 
are technically feasible and can be instantiated in a DSS. 

As a final, summative evaluation to ensure that our principles and features are use-
ful and address the requirements with a DSS, we conducted 2 field tests with the DSS 
in organizations. Since we aimed for a naturalistic evaluation [36], we asked the deci-
sion- makers to process crowdsourced data (as they would normally do) but use the 
DSS instead of their standard tools and approaches (e.g., Excel). We collected usage 
data and interviewed decision-makers to examine the usefulness of the DSS. To eval-
uate the efficiency (DR1) and the effectiveness (DR2), we followed Sproles [41]. We 
were interested in the time reduction (in working hours) to process crowdsourced data 
(i.e., “how well the solution does what it actually does” [41]) and asked the decision-
makers whether the DSS supports their tasks (i.e., “the capability of a solution to meet 
the needs of a problem” [41]). Reviewing crowdsourced data without our DSS was 
reported to take around 8 hours for 221 contributions. The same process with the DSS 
takes 4 hours (-50%). In the second case, the reduction was reported to amount to -
20%. The decision-makers stated that the reduction is substantial. They explained that 
DP2 and DP3 are particularly effective to support the process. To investigate trans-
parency (DR3) and decision control (DR4), we interviewed the decision-makers that 
used the DSS. Following Siau & Wang [39], we aimed to ensure that our design prin-
ciples and features help decision-makers understand how the DSS is “programmed 
and what function will be performed in certain conditions”. Following Tyler [40], we 
also aimed to ensure that they grant decision-makers sufficient decision control and 
“actual influence over the nature of the decision made”. In the interviews, the deci-
sion-makers confirmed that it is possible for them to understand the DSS’s operations 
and interpret the reliability of the results (DR3) if they are provided with tooltips 
(DP6) and translated labels (DP5) that explain them. They perceive such systems as 
transparent. The decision-makers also explained that it is sufficient for them to change 
parameters (e.g., thresholds; DP7) and have the authority over the final decisions in 
order to feel in control of the DSS. 

5 Discussion 

Taken together, the results of our study offer a number of important insights for the 
design of intelligent DSS in crowdsourcing. A key insight from the first iteration of 
our DSR study is that the traditional efficiency-effectiveness framework as discussed 
in existing decision support research [13–15] does not sufficiently capture the deci-
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sion-makers’ requirements for intelligent systems. Surprisingly, however, it is not 
primarily trust that is important for decision-makers as discussed in much related 
literature [e.g., 39, 42]. Trust is generally defined as “the willingness of a party to be 
vulnerable to the actions of another party […] irrespective of the ability to monitor or 
control that other party” [43]. However, our results show that decision-makers do 
want to monitor and control intelligent systems. We find transparency and control to 
be crucial for the willingness of decision-makers to work with intelligent DSS and 
rely on their results. They might also serve as crucial antecedents for trust in intelli-
gent DSS [cf. 39]. Thus, we argue that maintaining transparency and control should 
be regarded as important meta-requirements for the design of intelligent DSS in 
crowdsourcing.  

Second, insights from our study allow us to understand and explain the mecha-
nisms through which efficiency, effectiveness, transparency, and control can be ad-
dressed. We find that, in crowdsourcing, increased efficiency and effectiveness can be 
explained by a reduction of both manual effort and information load in processing 
highly unstructured data (DP1-4) [26, 27]. However, even if the DSS is able to effi-
ciently and effectively automate tasks, it is still important to give the users of the 
system a form of “decision control” [40]. Here, we find that transparency and control 
are related to (and achievable by) an understanding of the system’s functions and an 
adequate representation of its results (DP5-7) [39]. Our study provides exemplary 
features for DSS designs. 

Third, insights from our study demonstrate that the instantiation of these design 
principles in intelligent DSS is both technically feasible and economically viable to 
support decision-makers in crowdsourcing. From a technical perspective, our proto-
types show that, even with traditional machine learning approaches (e.g., a random 
forest algorithm [37]), it is possible achieve performance measures that are sufficient 
for practical use in crowdsourcing. From an economical perspective, our implemented 
DSS was able to reduce the manual workload of decision-makers by up to 50%, 
which may lead to considerable savings in terms of cost and time. In line with exist-
ing research [44], we see organizations greatly benefitting from these technologies in 
crowdsourcing. 

5.1 Theoretical Contributions 

For research on decision support, we introduce transparency and control as two addi-
tional meta-requirements for intelligent systems. Existing decision support research 
has mostly focused on the traditional efficiency-effectiveness framework [e.g., 13–
15]. Recently, however, scholars have emphasized that the growing shift towards 
large-scale, unstructured data collected from crowds “necessitates reconsidering 
guidelines for the design product and design process” [8] of DSS. Our study addresses 
this call and shows that increased efficiency and effectiveness are not sufficient for 
decision-makers working with intelligent DSS. Instead, we find that transparency and 
control serve as key components for the adoption of intelligent DSS. While extant 
research has already discussed requirements that are potentially important for the 
design of such systems, including trust or explainability [cf. 30], we validate two of 
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them and offer an integrated set of design requirements with corresponding design 
principles and design features.  

For research on crowdsourcing, we capture the theoretical design knowledge for 
instantiating DSS based on text mining and machine learning. Prior studies have al-
ready examined isolated instantiations of these technologies and exemplified their 
capabilities in domain-specific applications [e.g., 3, 5, 6]. However, research had not 
yet outlined how to design related systems. Rzepka and Berger [30], for example, 
explicitly ask how “transparency [can] be ensured for systems that increasingly act 
autonomously and learn based on machine learning techniques”. We extend these 
studies and provide a set of design principles that guide the deployment and adoption 
of text mining and machine learning in intelligent DSS. The design principles repre-
sent the link between overarching design requirements and concrete design features. 
They explain how efficiency, effectiveness, transparency, and control in decision-
making can be increased.  

5.2 Practical Contributions 

Our study also offers a number of practical contributions for developers of DSS and 
managers of crowdsourcing initiatives or platforms. For developers, we describe spe-
cific design features (e.g., sentiment analysis, duplicate recognition) that show how 
the design principles can be instantiated in order to meet the requirements of intelli-
gent DSS in crowdsourcing. For many of these features, we relied on traditional en-
semble learning methods (e.g., a random forest algorithm [37]) instead of more com-
plex neural networks. We found the former to achieve sufficient performance for 
practical use in crowdsourcing. Thus, for better transparency and easier communica-
tion of the results, we recommend developers to resort to simpler models whenever 
possible. Furthermore, we urge developers to not neglect documentation and make 
use of tooltips that explain the functionality of the algorithms. Even small changes in 
the interface, such as providing variable importance plots or exposing the algorithm’s 
parameters, greatly benefit the perceived transparency and control when working with 
DSS. 

Second, for managers of crowdsourcing initiatives or platforms, our findings show 
that intelligent DSS may drastically increase the efficiency and effectiveness of the 
evaluation of user-generated contributions by crowds. Abbasi et al. [8], for example, 
emphasize that “IS research needs to not only contribute to the design but also exam-
ine the feasibility and effectiveness of such IT artifacts for different stakeholders”. 
Decision-makers that used our DSS were able to reduce the required time to process 
the contributions by 50%. Based on our findings, we recommend managers of 
crowdsourcing initiatives to make use of such systems and implement text mining and 
machine learning algorithms on crowdsourcing platforms. We found that these tech-
nologies are both technically feasible and economically viable to support decision-
makers in evaluating large amounts of crowdsourced contributions.  
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5.3 Limitations and Future Research 

As with all research, there are limitations to the findings presented in this study. First, 
our study focused specifically on intelligent DSS that deal with textual data in CST. 
While we believe that our design requirements also translate to other intelligent DSS 
beyond crowdsourcing, we cannot claim that our design principles and features cap-
ture universal design knowledge for all other forms of intelligent DSS. We urge future 
research to investigate design principles and features for other contexts and examine 
similarities or differences between them (e.g., study the mutability of our principles 
[35]).  

Second, we followed Meth et al. [32] and captured design knowledge in the form 
of design requirements, design principles, and design features. We acknowledge that 
the conceptualization of design requirements, design principles, and design features 
represents only the first step toward a more comprehensive understanding of IS de-
signs for intelligent DSS. We see great potential in future research to extend our study 
and delve deeper into principles of implementations for DSS (e.g., methods or pro-
cesses for organizational adoption [35]) and use patterns (e.g., testable propositions 
[35]). 

 Third, we focused on system design rather than system use of intelligent DSS. 
Thus, an interesting avenue for future research is to study in more detail how different 
designs of intelligent DSS affect performance in organizations and how decision-
makers work with these systems. We strongly believe that these technologies will 
represent fundamental components for future DSS designs and thus justify further 
research. 

6 Conclusion 

In crowdsourcing, it represents a challenge to process textual contributions. Research 
already examined the technical capabilities of text mining and machine learning to 
support decision-makers. Yet, it remained unclear how to design intelligent DSS 
based on these algorithms. We addressed this gap with a DSR approach and devel-
oped design requirements, design principles, and design features to guide the devel-
opment of intelligent DSS in crowdsourcing. Our study shows that intelligent DSS 
based on these principles are feasible to support decision-makers in evaluating 
crowdsourced data. 
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