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Abstract. Research into autonomous vehicles is making progress. While 
implementation is progressing through machine learning and efficient sensor 
technology, one key challenge remains dealing with moral disputes. In general, 
traffic requires for moral decisions that might even decide on the life or death of 
participants. While people make intuitive decisions in accidents, a decision of 
an autonomous vehicle is made already at the programming stage. Thus, a 
concrete handling for implementation is needed. Due to a lack of legislation, 
this is still missing and prevents car manufacturers from a practical solution. 
The paper at hand addresses this problem by presenting a consensus 
mechanism, combining moral convictions, legislation, and programming 
guidelines. Based on a study of dilemma situations, moral principles of the 
‘correct action’ of autonomous vehicles are derived. Of four principles, we
confirm one, reject two, and propose one for further research investigation to 
form a basis for jurisdictions. 
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1 Introduction 

Germany is struggling for its global top position in the automotive sector. Recently, it 
seems to lose the battle for key innovations on data-driven services and autonomous 
driving [1]. The latter is regarded as the next top disruptive innovation in automobility 
in the upcoming years – and will have a major impact on society [2]. The diffusion of
the technology requires not only user acceptance, but also legal certainty for 
automobile manufacturers to implement their artificial intelligence solution. This 
hampers the development process and a practical application [3]. Yet, in the event of 
an accident by an autonomous vehicle, manufacturers can be sued for damages to an 
uncertain extent. For example, in 2016, when the first person was killed by an 
autonomous vehicle of Uber, the firm entered into a public lawsuit with an existing 
gap on legal clarity [4]. 

In order to achieve practical suitability, the question of the ‘correct action’ of an
autonomous vehicle must be declared. This applies in particular to dilemma situations 
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(DS). A DS is an extreme situation in which there is no way out between the decision 
of life and death of several traffic participants. In contrast to the unconscious 
(manual) decision of man, a machine’s decision is already determined in its 
programming stage, and thus ex-ante. This makes a law-compliant basis for 
programming logic inevitable. Otherwise, it will impede manufacturer’s development 
and technological diffusion [2]. 

Germany’s government already recognized the problem. Together within members 
of the UN, an amendment to the Vienna Convention on Road Traffic was achieved in 
2016. Subsequently, Germany adopted its first legal enactment in 2017. It allows for 
fully automated, but not for autonomous driving [5]. The driver must still continue to 
participate attentively in traffic. Following an exchange with domain experts, an 
extension of the legislation seems to have failed primarily due to a lack of moral 
concepts and technical understanding. While technical investigations are often 
examined by expert groups and research institutions, moral investigations are more 
difficult. An innovative, unconventional approach aims to fill these gaps. 

While there is research on the technical appearance and design of autonomous 
agents, see [6] for a summary, our study is set in a separate, more immature field of 
research. Expected reaction of autonomous vehicles in DS are tested to reveal moral 
similarities. Its major contribution is the one of Awad et al. [7] from 2018. The team 
carried out an extensive global study on the ‘correct action’ of an autonomous 
vehicle. Participants were asked to answer various, pre-defined DS scenarios. Any 
uncertainties of the outcome were excluded to enable the identification of moral 
similarities. As this type of study design was never used before within a legislative 
process it could be an opportunity for the German government to catch up with more 
innovative countries in autonomous driving. The assumed suitability is derived from 
the previous basis for new law-making in Germany: The (aim for the) use of moral 
similarities. 

The paper at hand addresses this issue by developing a proof of concept (PoC) [8] 
mechanism for a moral consensus derivation on autonomous driving. By the nature of 
PoC, we strive for the fundamental feasibility of our approach. In contrast to existing 
research, the approach is differentiated by its first integration into an overarching 
legislative process. Our research artefact is based on a structured literature review, an 
expert survey, and a subsequent web-based survey on Moral Machine DS scenarios. 
In summary, we define the following research question (RQ): 

 
RQ: How can we extend Germany’s law-making process by the derivation of moral 
concepts for the topic of autonomous driving in order to facilitate the overall 
process? 

We apply the Design Science Research (DSR) approach to answer our stated 
research question. Therefore, the paper is structured as follows: In Section 2, we 
present the theoretical basis on autonomous driving and related topics regarding 
decision-making in DS. Section 3 comprises the description of the design of the DSR 
approach used and the surveys conducted. Section 4 demonstrates the development of 
the moral consensus mechanism by literature and expert statements, ending with the 
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final conceptualization. Further, we evaluate our artefact with real-world data. In 
Section 5 we discuss our research contribution and related limitations. Finally, in 
Section 6 we summarize our findings and give an outlook. 

2 Theoretical Foundation 

2.1 Autonomous Driving 

Autonomous driving (AD) is defined as the self-determined action of an intelligent 
vehicle within the limits of specified norms [9]. Today, there is a distinction between 
different types of AD due to the degree of mechanical performance in combination 
with the demands on the occupants during use of the vehicle. A total autonomous 
vehicle is fully automated and represents the highest level of automation [10].  

The division of the Society of Automotive Engineers (SAE) separates six types of 
degrees of autonomous vehicles on a scale from 0 to 5. This corresponds to other 
institutions such as the German Association of the Automotive Industry (VDA) [11], 
starting from (0) no automation, without any driver assistance, through (5) full 
automation, without a driver necessary at all [12]. However, today’s stage of 
development in Germany is still on the preliminary stages of (2) partially to (4) highly 
automated driving [11]. 

2.2 Dilemma Situations 

Dilemma situations exist in every stage of AD and occur in every level. A DS is an 
extreme situation in which the driver has no other choice expect of the decision for or 
against the life and death of specific traffic participants. In non-AD, it is the driver’s 
responsibility to choose the right course of action within a fraction of seconds. So, it 
is not possible to weight the situation in detail. The driver will always act 
subconsciously. The same is happening in level five of autonomous driving, except 
that the driving algorithm decides. Thus, algorithms should be developed based on 
ethical theories and existing laws to prevent unequal treatment of groups of people 
[13]. However, theses algorithms have immense upsides. While the human driver has 
to act immediately in a DS and therefore often decides subjectively without ethical 
reflection, a pre-defined behavior for the algorithm based on comprehensively 
evaluated ethical and moral principles can be achieved [14]. 

In order to derive the ‘correct action’ in such a situation, a so-called ‘trolley 
problem’ research design shall shed light on this. It extends the explained dilemma by 
a theoretical moral experiment. A perfect information situation is assumed without 
any uncertainties of the outcome. Also, technical conditions are not considered to 
distinguishing features from complex facts. The aim is to isolate the moral criteria 
[15]. Here, the respondent must choose from two known event possibilities in each 
case in a series of DS scenarios depicted [7]. The results can be moral similarities 
transferred into moral principles for programming guidelines. 
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2.3 Ethical Theories 

Ethics seeks answers to questions of human coexistence in which previous ways of 
life lose their validity. Thereby, norms are formulated as accepted guidelines for 
individual behavior based on values, which themselves are denote as the common 
perception of reality. The understanding of common values ensures an effective 
community [16]. It forms a reciprocal state of restriction and possibility. In exemplary 
pedestrians at a crosswalk can pass the road safely, as a driver of an arriving car will 
stop. The totality of the prevailing values and norms is called morality. In addition, 
ethics refers to the theoretical discourse of moral questions [17]. 

Numerous ethical approaches and theories exist. They compete in value concepts 
and related explanations, especially in ethical dilemmas [18], for example given in 
DS. For deontologists, good will is crucial and not the result of an action. Thus, the 
moral goodness of a decision lies in its intentions. The consequences of an action are 
not decisive. So, even if the negative consequences predominate, the underlying act 
can be considered correct [17]. This forms actual German legislative for the 
jurisdiction in DS. If a human driver is confronted with a DS and has to decide within 
fractions of a second, he will not be guilty for the predominant negative consequences 
as he was not able to act consciously. This contradicts the teleological ethics. Here, 
consequences are the central point of a decision. By weighing them, it can be decided 
whether an action is right or wrong. In the related utilitarianism approach [19] the 
focus is on the ‘greatest happiness of the greatest number’ [20]. 

2.4 Laws by Moral Similarities 

Moral similarities can also be found directly and indirectly in laws as the passenger’s 
right of a crosswalk in German’s StVO§26. It can even shape the legislation process, 
as, for example the instance of automated driving by the state of California (US). This 
is regulated in California Vehicle Code (CVC) Section 38750 as well as Code of 
Regulation §227 at California DMV, which defines not only autonomous vehicles, 
necessary control mechanisms by the driver and technology, but also the liability for 
accidents in autonomous operation by the manufacturer and a necessary insurance. 
There is no precise legal consideration of problems that may arise in the context of 
autonomous driving, for example moral problems. Similarly, no precise rules for the 
compliant development by the vehicle manufacturers are specified in this context. 
Thereby the programmer has to adhere to ethical moral concepts. Such a law 
definition process based on a moral consensus for AD is even conceivable in 
Germany, which is missing so far. This is proven, for example by the revision of the 
existing stem cell law (StZG) of the Federal Republic of Germany [21, 22]. Hence, §1 
of the StZG also reflects moral concepts such as ‘human dignity’ [23]. 
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3 Research Design 

3.1 Overall Methodology 

For the development of our scientific artefact we apply the design science research 
approach according to Peffers et al. [21]. DSR is as an iterative and stepwise research 
development method. It comprises six development stages: problem identification & 
motivation, definition of objectives of a solution, design & development, 
demonstration, evaluation, and communication [21]. 

As a general problem, we have noticed that in both the German and the 
international context there is no established standardized approach for an AD law-
making process. Especially in countries such as Germany, the prior definition of laws 
is necessary to enable integration into road traffic. Both a technical understanding and 
moral foundations are necessary to develop new laws for AD. Maintaining to the 
example of Germany, we aim to address this issue by developing a moral consensus 
mechanism that supports and accelerates the legislative process. 

In the design and development stage, we conducted three iterations. We began with 
a systematic literature analysis, based on the recommendations of Webster and 
Watson [22]. Afterwards, there was an (re-)evaluation of the theoretical-based 
construct by experts interviewed. This was followed by an (re-)modification. 

During the demonstration phase, we formalize our moral consensus mechanism. 
Further, we specified the required subsections and describe each underlying step of 
our proposed mechanism. The artefact was then evaluated in a practical manner. We 
use literature, experts, and a web-based survey to do so. Finally, we discuss the 
principles derived and the applicability of our research artefact. 

3.2 Survey Methodology 

Expert survey. We employed an expert study. This allowed for a deeper 
understanding of the topic’s interrelations. Furthermore, an evaluation of the research 
artefact became possible. We designed a semi-structured survey according to [23]. 
The questionnaire was three-folded: (A) demographics, (B) questions on legislative 
procedures, and (C) evaluation of the derived research artefact. As interview partners, 
six legal experts of autonomous driving or related fields of research (e.g. robot law-
making) were selected. Two of them were asked twice to validate the modifications. 
A total of five interviewees came from Germany, and one form the USA. All experts 
have had at least five years of expertise in the field of interest. The conversation was 
either by phone or face-to-face. Each interview took between 78 and 102 minutes. 

Web-based survey. The derivation of moral similarities was conducted by a Web-
based survey. To ensures a unified cultural background [7] we limited our 
questionnaire to a German version and disseminated through various social media 
channels. The questionnaire itself was three-folded: (A) demographics, (B) questions 
on autonomous driving, and (C) 17 different DS scenarios according to the design of 
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Moral Machine1. We extended the original choice of ‘right’ and ‘left’ with ‘random’. 
Thus, we prevent pure utilitarianism in the participant’s decision making by weighing 
lives. With this we also permit for a deontological decision making as the actual way 
of judgment in German’s legislation (cf. Section 2.3). We received a total of 119 valid 
responses from 19 to 21 October 2018. 51 responses have been excluded due to either 
incompleteness or a disagreement on build-in control questions following [24]. 60 % 
of the participants were 20-30 years old and 28.4 % younger than 20 years. 76.1 % of 
the participants stated that they are pupils, students, or still in education. Further, 
87.8 % of the surveyed have at least the university entrance qualification. The 
participation of male and female participants was balanced. 

4 Moral Consensus Mechanism 

4.1 State-of-the-Art 

We conducted a structured literature review based on the recommendations of 
Webster and Watson [22]. In order to comprise the interdisciplinary nature of the 
topic, we selected six databases: IEEE Xplore, AISeL, and ACM Digital Library to 
cover IT-related engineering-related research areas, Business Source Premier 
(EBSCO) for economics and business related content, and Web of Science and 
ScienceDirect for a comprehensive selection of interdisciplinary publications. 

We had initially considered limiting the results regarding their (journal) ranking. 
We discarded this due to the novelty of the topic. Our search term we have used was 
the following pseudocode: ((autonomous driv* | automated vehicles| driverless car* | 
self-driving car* | artificial intelligence) AND (consensus | ethic* | moral* | 
responsibility | legi* | programming | dilemma situation* | liability)). By extending a 
forward and backward search with the help of Web of Science, as recommended by 
[22], we found a total of 1,637 publications. After a full-text analysis, focusing on 
information about the integration of moral (or ethical) problems into an AD law-
making process, 105 contributions remained. We classified them due to their focus on 
regulatory needs or problems. Both clusters are described below. 

Regulatory needs. The need for legal regulation of AD has been confirmed in 
various research articles, e.g., Cunneen et al. [25] and Baumann et al. [26]. Both 
stated that there cannot be a general regulation for AI-based development as it will be 
always related to its application context. Thus, there must be a specific one for AD. 
Further, a recent study by Schulek-Leech et al. [33] revealed the lack of guidelines, 
laws, and frameworks. This is absolutely necessary as developers are not incapable to 
consider accepted ethical or social implications in their algorithms for an unbiased 
and consistent development. This is already attempted to address but is still in one’s 
infancy. For example, the research of Li et al. [27] defines three groups of interest to 
be aware of if developing an AD focused framework: automotive manufacturers, 

                                                           
1 Cf. digital appendix at DOI: 10.13140/RG.2.2.29921.04964 
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consumers, and governments. Also, research contributions like the ones of Borenstein 
et al. [28] or Poon and Sung [29] proof that there are governmental discussions about 
the legal liability of software developers and designers for violations of the 
autonomous framework. 

Regulatory problems. Despite the lack of regulation for autonomous driving, the 
problem is a wider one. Actually, despite the lack itself, there are inconsistencies 
between countries. This will prevent the overarching legislation demanded by experts 
(cf. expert survey). A general criticism on this is made by Schuelke-Leech et al. [30], 
Hubbrad [31], and Mackie [32]. Nevertheless, the problem seems to be far more 
complex. For example, De Bruyne and Werbrouck [33] demonstrate the current 
incompatibility between EU legislation and autonomous driving. In the example of 
the EU, alternative solutions are needed to maintain innovative strength. 

Thus, previous research has tried to solve the related ‘trolley problem’ (cf. Section 
2.2) to form a moral justifiable basis of decision making. Several approaches exist for 
this purpose. Islam et al. [34, 35] revealed mathematical models for prioritizing 
human lives. Awad et al. [7] and Faulhaber et al. [15] attempt to use practical moral 
evaluations to identify likewise prioritization principles. Furthermore, Aydemir and 
Dalpiaz [36] defined a five-step method for ethics-aware software engineering that 
can be also applied to autonomous driving. The steps are based on ethics knowledge, 
awareness, conscious valuing, and transparency. Also, in practice, there is already 
progress on this. In Germany, for example a major car manufacturer argued for the 
protection of the driver rather than the pedestrians. This still lacks on a legal approval 
[37]. 

Conclusion and research gap. Despite the agreement on regulatory needs, various 
problems remain. Especially the different conceptions and missing values on the AD 
topic seem to be a problem. There is agreement on the need for a consensus solution. 
For this, a first urgent step is towards the understanding of moral similarities. 
Appropriate study designs to do so already exist. Nevertheless, they have not yet been 
transferred into the law-making process. 

4.2 Artefact Development 

Actual situation. To address this research gap, an understanding of the current law-
making process is mandatory. This was one part of our expert survey, yielding the 
following information: Germany’s law-making process for new technologies tries to 
take on moral similarities and technology assessments by governmental institutes and 
working groups. These serve as a basis for experts in ‘round tables’, representing the 
German society, to prepare new legislative proposals. The legislation itself must be 
understood as a step-by-step process, confirming the multi-folded approach in [38]. 
The best consensus from the existing opinions is to be found. This differs significant 
to the one from the US [39]. Legislation here is subject to greater freedom and is 
strongly influenced by companies. A legal restriction is made contrary often 
retrospectively. 

Actual problem. Germans’ current law-making process for new technologies 
tends strongly towards the moral similarities of few, rather than many. All experts 
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agreed that moral consensus within society should be the real basis. Nevertheless, two 
of the six experts considered the bias-free collection of such data to be problematic. In 
particular, a corresponding survey method is not allowed to limit the options to 
choose from towards one specific kind of ethical approach (e.g., utilitarianism). Moral 
Machine’s study design [7] seems to be valid with our modification by a third option 
of ‘random’. All experts agreed on this, while especially one expert critically remark 
the strong simplification of the situation in such DS scenarios. The study’s results of 
derived moral similarities should therefore be evaluated critically. 

We have developed a corresponding method. The artefact is based on the 
procedure for the evaluation of hypotheses [40]. It guarantees for a proven 
development. The knowledge gained from literature and expert interviews has been 
used to further modify and evaluate our research artefact. Our formed artefact is 
illustrated in Figure 1. 

Overall process. Despite technical assessments, a derivation of moral similarities 
by a Moral Consensus Mechanism must be the first step of Germany’s AD law-
making process. Thus, it forms the ability to build a consensus. The result will be 
forwarded to the Law-making Process. In this step, it will ease the enactment of the 
laws forming its (previous missing) basics. The result is a defined Law-compliant 
Programming frame. 

 
Figure 1. Moral consensus mechanism for German’s law-making process in AD 

Due to the stepwise development of actual legislation and possible changes in moral 
convictions, we chose an iterative approach [36]. 

Step 1: Hypotheses Building. The questioning of moral similarities is always 
based on a prior selection and thus a limitation of the scope. In consequence, the 
survey has to build on existing knowledge of ethical principles and moral values. This 
needs a critical theoretical evaluation resulting in the formulation of hypotheses to test 
for. 

Step 1 Step 2 Step 3 Step 4 Step 5
Building ethical 

hypothesis to discuss on.
Pre-evaluation by 

expert ‘round table’.
Questioning on the 
ethical hypotheses.

Initiation Evaluation

Derivation of moral
compliant guidelines.

Critical post-evaluation 
by expert ‘round table’

Deriving ethical questions 
for decision making of 
autonomous vehicles in 
dilemma situations from 
existing knowledge.

Derivation

(Pre-)evaluation of the 
derived hypotheses to be 
tested by an official 
group of experts (topic’s 
‘round table’).

Survey on moral 
similarities in society on 
the defined and (pre-) 
evaluated ethical 
hypotheses construct.

Derivation of moral 
principles from the moral 
similarities of the results 
in order to be able to 
program future decisions.

Critical (post-)evaluation 
of the derived principles 
by an official group of 
experts (topic’s ‘round 
table’).

Moral Consensus Mechanism

Based on society‘s moral similarities

Law-compliant Programming

Based on strictly defined regularities

Law-making Process

Based on moral principles derived

ITERATION due to the stepwise nature of legislation and changing moral values over time
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Step 2: Expert ‘Round Table’ I. The hypotheses derived and formulated in Step 1 
need a (pre-)evaluation by experts. These experts are aware of the moral principles 
and the technical assessments in parallel. With the overall understanding of the topic 
they are able to work out the right questions and make variables measurable. The 
powerful position of the group corresponds with the current law-making procedure in 
Germany. 

Step 3: Society’s Questioning. The final scope of hypotheses to test for is 
translated into appropriate questions depending on the survey’s design chosen. It can 
be either the one of Moral Machine [7] or virtual reality simulations such as [15]. 
Also, observations of test drives and road traffic can be possible data sources as well. 
When selecting participants, particular attention should be paid to a consistent cultural 
background [7]. 

Step 4: Principle Derivation. In this step, moral principles are derived from the 
survey’s results of the ‘correct action’ in case of a DS arising. This adapts the 
successful method of [7]. The moral principles must be universally applicable [17]. 

Step 5: Expert ‘Round Table’ II. The derived moral principles are to be finally 
evaluated by experts. A post-validation with existing survey results or knowledge is 
recommended. Also, evaluations and comparisons of different cultural backgrounds 
can be identified in order to form a consensus. If necessary, further iterations follow. 

4.3 Evaluation of the Artefact 

We evaluated our developed research artefact with several instances: (1) We 
embodied the governmental working group to develop the preliminary preparations. 
Further, we designed and conducted the survey. (2) Our interviewed experts formed 
the expert ‘round table’. (3) Society was represented by German participants acquired 
via social media channels and asked about the DS scenarios defined. 

Step 1: Hypotheses Building. First, we tried to critically reviewed the moral 
principles derived of the study by [7] given only the options of ‘left’ and ‘right’ to 
choose from. The principles were transferred into three hypotheses: (H1) Humans are 
more likely to be protect than animals. (H2) The number of lives is weighed so that 
the larger number of people is more likely to be protected. (H3) Young people are 
more likely to be protected than older people. 

Second, based on the study by Sachdeva et al. [41] we stated: (H4) It is more likely 
to save pedestrians than occupants. Further, Tyler [42] describes the ethical problem 
of a third instance judging the guilt between a criminal and an innocent person. This 
is also reflected in traffic. We formulate (H5) to test for: Rule-compliant traffic 
participants are more likely to be protected than rule-breaking ones. 

Step 2: Expert ‘Round Table’ I. Expect of (H5) all derived hypotheses seem to 
be of interest. Further, they could be argued to be considered in a process of law-
making based on moral similarities. (H5), however, contradicts the general 
jurisdiction on the one hand. It takes a court to make a judgment about guilt in 
Germany. On the other hand, especially an implied exchange through facial 
expressions and gestures seems to be a problem. Other human traffic participant can 
understand this, but an autonomous vehicle may not. Thus, we exclude this from the 
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survey. Further, the planned type of Moral Machine survey and DS situations per 
hypothesis testing were approved. 

Step 3: Society’s Questioning. We chose a similar approach to the Moral Machine 
survey [7]. In addition, the participants had the opportunity to answer with ‘random’ 
not to limit our survey design to a specific type of ethical theory (cf. Section 2.3). The 
hypotheses and measurements from Step 2 were transferred into DS scenarios. Thus, 
our survey result reveals that 82.3 % of all respondents would (H1) rather kill animals 
than humans or even themselves. Also, 75.6 % of all respondents decided to (H2) 
save at least two passengers rather than one driver. Similarly, 72.1 % were more 
likely to actively kill one person to save at least two more. Our study showed that 
only 58.0 % of all participants were (H3) more likely to save two children than two 
elderly people and one child. Only 9.2 % decided against the two children by the 
factor of the total number of persons. Furthermore, it is (H4) more likely to save 
pedestrians than occupants. It has been derived out of three different dilemma 
situations, where almost twice as many survey participants would avoid a pedestrian 
and kill the vehicle’s occupant. 

Step 4: Principle Derivation. Based on the data analysis made in Step 3, we can 
validate the hypotheses (H1) and (H2) of the results of Awad et al. [7]. Thus, the 
option of ‘random’ does not seem to lead to any distortion for those. Likewise, the 
hypothesis (H4) by Sachdeva et al. [41] can be validated as well. For (H3) this differs. 
It seems quite difficult to decide for. This often leads to the choice of the ‘random’ 
option. Although an adjustment of this option shows a clear trend towards younger 
persons, it must be critically reviewed in the next process step. All four hypotheses 
form moral derived principles (P) to be evaluated by an expert ‘round table’. 

Step 5: Expert ‘Round Table’ II. All experts validated the principle (P1): A 
human being must be preferred to be protected over animals. Although the result of 
(P2) is clear by moral similarities, it contradicts German jurisprudence to weight 
human lives when comparing. This contradicts especially of the German jurisdiction 
with BVerfG 357/05 paragraph 38. For this reason, the experts consider avoiding an 
active change of direction. Although the study design made such an answering option 
possible, it was not chosen. Despite the concerns, the majority of experts were in 
favour of such a weighing of human lives. Two of them even insist for it in future AD 
laws. However, a final answer for (P2) needs further research and thus, another 
iteration cycle. Also, (P3) was discussed controversy. The main problem between the 
choice for or against young and old is closely linked to (P2). In addition, the values 
within cultural backgrounds differ. While Western countries tend to value younger 
people, this is the opposite in Asian ones [7]. As experts recommend finding a world-
wide union solution and the moral similarities that were asked for were low, (P3) was 
rejected. (P4) is already discussed in Faulhaber et al. [15]. They came to the same 
conclusion, confirming the principle. This is in line with the expert’s opinion on that. 
Nevertheless, the experts note that this is most likely not feasible. If a car is 
constructed to prefer to save pedestrians before trying to safe occupants, no one will 
use it. The number of cars sold would fall drastically. Due to the power and 
importance of car manufacturers in Germany, this would be unthinkable. Thus, we 
must reject (P4). 
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5 Discussion and Limitations 

5.1 Methodical Approach 

Focusing on the elaborated design of the ethical consensus mechanism, 
methodological discussion issues, and limitations arise. 

Classifying the consensus mechanism into an application field. The iterative 
approach within the consensus mechanism serves to achieve rapid and continuous 
integration as well as improvement of autonomous driving within road traffic. Our 
survey of experts shows that this method is highly suitable. However, all experts 
interviewed tend to aim for an across-the-board procedure, for example at EU level or 
in the US, and in the long term even apply it worldwide. In a worldwide development 
of a framework, different cultural backgrounds must be taken into account, which 
lead to different principles. Economic factors, infrastructure, and the distinction 
between individualistic and collectivistic cultures are decisive [7]. Nevertheless, there 
must be a national idea before a consensus discussion is possible. According to them, 
in this case the consensus mechanism developed is a suitable approach. Furthermore, 
the evaluation through our study reveals that the implementation of moral dilemmas 
in the US is currently handed over to the developer. Despite a loosely stated guideline 
to comply with ethical principles it is currently assumed that this developer 
implements moral principles which are not defined. So, even in the US the moral 
consensus mechanism developed might enable a form of guideline for a sustainable 
development. 

Application of the evaluated uncertainty dilemma. The currently best known 
and most widespread type of survey for recording moral agreements in the sense of 
ethical consensus is the Moral Machine questionnaire. An associated problem results 
from the survey’s design. The questions to be answered always require a complete 
provision of information, which will not always be given in practice. It can therefore 
be assumed that the rules are not always fully applicable. This is also based on the 
differentiation between the ‘right decision’ making at real-life interaction and 
hypothetical interaction at questionnaires. So the Institute of Cognitive Science at the 
University of Osnabrück reveal that subjects with and without time pressure make 
asymmetric decisions [43]. The post-evaluation of derived principles should take into 
account that people react differently in hypothetical scenarios than in real scenarios. 
People in real scenarios react more emotionally and think more rationally in abstract 
scenarios [44]. As our consensus-mechanism demonstrate and the interview study 
confirms, the principles from the dilemmas are nevertheless required as a first step 
within an iterative approach. Thus, for instance, a roundtable of experts within the 
German jurisdiction prepare reports, which serve as a basis for legislation. So, these 
experts represent the views of the public and thus of the surveyed individuals. On the 
other hand, within the USA, through industry, it is a very innovation-driven approach 
in the law-making process. As a result, the interests of the customers and thus of the 
public are indirectly integrated in the decision-making process in terms of the 
willingness of customers to buy from car manufacturers. 
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5.2 Ethical Derivations 

In view of the elaborated design of the ethical consensus mechanism, corresponding 
ethical discussion issues and limits arise. 

Ethical foundation. Consequentialists call for damage-minimizing programming 
of autonomous vehicles and argue that 90 % of traffic accidents are due to human 
error, which is thus avoided [45]. However, such a system does not consider the rights 
of the individual. This violates ethical codes like the one of the Institute of Electrical 
and Electronics Engineers (IEEE) to treat all persons fairly and not to discriminate 
related to personal characteristics such as religion, gender or age. The deontological 
approach corresponds to those of current jurisprudence in states like Germany. Here, 
maximizing intersubjective benefits does not outweigh the violation of fundamental 
rights. For example, Germany’s BVerfG 357/05 about the non-legitimation to fire on 
a flying object, which is used against human life due to guarantee of human dignity 
stated in §1(1) in Germany’s constitutional law. This is also manifested in the ‘trolley 
problem’. For consequentialists, which follow an utilitaristic approach, a weighting 
between human lives is an approach to generating ‘greatest happiness of the greatest 
number’. Deontologists, due to the rights of the individual, criticize this decision [46]. 
By adding the option of ‘random’ for our Moral Machine survey study, we avoided 
this preliminary and allowed the participants to follow any of those ethical principles. 

Post-evaluation of (P4). The preferred protection of pedestrians against occupants 
(P4), contradicts Daimler’s statement to protect the occupants first [37]. The identity 
of those involved in a moral dilemma situation is not clear at the time of 
programming. In consequence, it is possible that all individuals can be pedestrians as 
well as occupants. Those who, due to their need for mobility, introduce risks into 
society in connection with vehicles also must bear the responsibility for this. 
Mercedes-Benz executive Christoph von Hugo [37] explains that it makes more sense 
to protect the occupants, since they are known as opposed to pedestrians. However, 
current findings seem to indicate that this is the exception at Daimler. On the other 
hand, our interview study reveals that the acceptance for the customer of an 
autonomous vehicle would be increased by this circumstance, when he knows that 
there is no obligatory willingness to sacrifice his own life to save others. 

Misconduct. Even when autonomous vehicles drive perfectly, accidents cannot be 
ruled out. The transition to purely autonomous vehicles on the road is very likely to 
become fluid. The autonomous vehicle must adapt to mixed traffic [47]. Wild animals 
and pedestrians continue to pose sufficient danger potential in road traffic. A 
consideration between occupants and pedestrians is not necessary from this point of 
view, as the question of misconduct is first considered (P5). 

Creation of Misconduct. An AD that applies moral principles can be leveraged by 
third parties for their own benefit through the targeted use of these principles. Goodall 
describes scenarios in which pedestrians, knowing that they are spared due to their 
group size (P2 and P4), carelessly cross a busy road [48]. One possible approach to 
counteracting this is the integration of rule-compliant behavior (P5) [47]. 
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6 Conclusion and Outlook 

The PoC procedure applied according to [8] had the first step to gain an 
understanding of the problems involved in the development of autonomous vehicles 
in connection with jurisdiction and consequently, to present a possible approach for 
implementation. The goal of this paper, based on [8], is to provide a practical and 
scientific basis for a proof-of-use. The findings in the PoC are summarized in the 
following. 

The review of the existing knowledge of research in the section of ethical AD (cf. 
Section 3.2) revealed that although it would already be technically possible to use 
self-driving vehicles in today’s traffic, practical application would fail due to the lack 
of a legal framework to program the AI-logic component. Despite initial efforts in the 
direction of legislation, there is a lack of appropriate foundations for the development 
of adequate laws. Our research artefact addresses the problem and provides guidance 
to solve it by developing a consensus mechanism to derive concrete principles from 
moral similarities regarding decisions in DS as a fundamental basis for law-making 
and AI-programming. 

An exemplary implementation of the developed five-step approach to consensus 
finding was carried out in a quantitative study modelled on behalf of the design of the 
Moral Machine experiment. This confirms the principles derived earlier by a research 
group [7]. In addition, two predefined new hypotheses could be developed and one of 
them validated as derived principle for ‘right action’ of an AD vehicle in a specific 
dilemma situation. Future research efforts could start here and test the new principle 
derived, or test the validity with regard to other cultural backgrounds as participants 
differ in moral concepts [7]. Furthermore, other problem situations can also be 
questioned to develop new findings and derive new principles. In addition, critical 
scrutinizes of most methodologically appropriate design of the step concept must be 
carried out for each part, with corresponding recommendations. Overall, however, our 
approach proves that the consensus mechanism presented can provide an essential 
guide for further research. 
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