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1. Introduction

Technological progress and increasing digitalization offer many opportunities to production companies, but also continuously confront them with new challenges. On the one hand, automation of processes is progressing in manufacturing and upcoming technical support systems, such as automated guided vehicles, are leading to significant changes in workflows. On the other hand, large amounts of work within companies are still done by humans. This is also the case with production data processing. Although in many enterprises data is already collected and sorted automatically, the final evaluation of this data and especially decision-making is often done manually. Especially decisions that cannot be handled on the basis of conditional programming are usually made by humans.

The use of artificial intelligence (AI), in particular the use of machine learning (ML) algorithms, represents a promising approach to support the automation of complex decisions (Buxmann/Schmidt 2019; Kuhn/Johnson 2013). A steep increase of scientific publications in recent years (Schmidt et al. 2020) evidences the trend that more and more companies and institutions are dealing with the utilization of ML in production planning and control (PPC). However, many of the publications originate from a purely scientific environment, so a widespread use in companies is not visible yet (Usuga Cadavid et al. 2020). Rammer et al. state in their report that with 17,500 analyzed companies, 5.8% are already using AI in products, services, or internal processes. At the same time, the report indicates that 43% of the overall 22,500 AI-related vacant jobs at the time of the survey, could not be staffed (Rammer et al. 2020). The resulting massive shortage of skilled workers in the field of AI must be addressed in the short- and mid-term by training and educating existing employees in production companies. A promising approach to build up competencies within production companies is the use of learning factories as a knowledge transfer enabler. Learning factories offer participants the opportunity
to apply new methods in a realistic environment without the risk of negative consequences on live production processes (Abele et al. 2017). In this context, the influences of applied methods can be directly experienced without time delay, resulting in better learning results compared to conventional full-frontal teaching methods (Sackey et al. 2017). Supplementary, a gamification of learning content eases the learning process thanks to facilitating a “learning by doing” mentality (Keepers et al. 2020).

As mentioned above, professionals in PPC daily face the task of decision making on complex issues. The decisions are often based on experiences, sometimes supplemented by indicators generated from existing data. As early as 1992, Yang et al. proposed the use of intelligent systems for planning production processes (Yang et al. 1992). To be able to make decisions more reliable and to preserve the knowledge of long-time employees, intelligent support systems using ML methods are needed. To develop and operate such systems, professionals need specific training that enable them to acquire the necessary skills and competencies. Literature shows that the focus of most learning factories, operated at corporate or university level, is on lean management and demonstrating digitalization technologies to support lean manufacturing (Martinez et al. 2020). Although ML approaches have already been implemented, PPC tasks are very rarely addressed (Martinez et al. 2020). Grounded on their relevance for meeting contracted delivery dates with the customer, one central component of the planning process in PPC is the determination of lead times (LT). A possible procedure for the application of ML methods is the use of a data mining process like the Cross Industry Standard Process for Data Mining (CRISP-DM) (Chapman et al. 2000; Usuga Cadavid et al. 2020). The combination of the general approach of CRISP-DM combined with the specific field of ML-supported LT prediction in a learning factory environment has not yet been deeply investigated. A learning factory training on the use of CRISP-DM and the utilization of ML to determine production LT in a job shop can help to improve the knowledge transfer on developing ML applications in production environments.

Henceforward, this book chapter describes a learning factory training on the utilization of ML approaches in PPC. A brief introduction into learning factories and ML in PPC is followed by the design methodology for the learning factory training. Afterwards necessary competencies are identified, leading into the conception of the training phases. Lastly, the conclusions are summarized, and future research possibilities are outlined.

2. Learning factories

Learning factories allow participants to actively engage in the implementation and improvement of production processes in a realistic environment. One of the key
advantages is the direct response of the production system as a result of decisions made by the participants without time delay (Sackey et al. 2017). Depending on the didactic purpose, learning factories teach a specific subfield of production. To equip learners with tools for immediate reaction, the tasks to be solved always derive from problems occurring in real world production systems (Abele et al. 2019). This results in participants developing professional competencies while avoiding to harm the real world production environment (Abel et al. 2013). Another major advantage of learning factories is the superior performance in generating knowledge compared to traditional teaching (Cachay et al. 2012). Physically experiencing a learning process promises a significantly deeper anchoring of the new information as well as more joy in the learning process itself. The lack of consequences of errors for crucial processes in the live production environment clearly encourages curiosity and the motivation to experiment in learning factories (Deslauriers et al. 2011; Haghighi et al. 2014).

The majority of existing learning factories currently address topics of lean management as well as how to deal with digital transformation technologies (Abele et al. 2015; Sackey et al. 2017; Veza et al. 2017). In a recently published study Martinez et al. show the rapid increase in publications dealing with learning factories since 2015 (Martinez et al. 2020). Lately ML methods have already been implemented in learning factories addressing predictive maintenance (Daniyan et al. 2020), quality control (Oberc et al. 2020), activity and position recognition (Hofmann et al. 2020; Zhang et al. 2020) or process mining on end-to-end order processing (Schuh et al. 2020). For the training presented here products and the environment of the learning factory already existing at the Leuphana University of Lüneburg are used, allowing access to the ecosystem data and IT systems.

3. Machine learning in production planning and control

As most tasks in PPC are depending on predictions in complex environments, the selection between different actions turns out to be difficult (Nyhuis/Wiendahl 2006; Wiendahl 2014). ML approaches could help to solve those problems. Arthur Samuel (1959) defines ML as the field of study in which not every step is programmed to the computer by humans. Instead computers learn independently by developing rules (Chollet 2018). Using labeled training datasets, the rules mentioned are determined and applied to an unknown dataset.

Since 2016 a steady growth in publications related to ML can be observed (Döbel et al. 2018). A bibliometric analysis by Schmidt et al. (2020) shows that the distribution of ML’s potential across main PPC tasks (Schäfers/Schmidt 2015) in scientific publications is extremely heterogeneous and varies from no publication to more than one third of all publications classified. One of the main focus areas of publications classified by Schmidt et al. were LT scheduling and scheduling in general, whereas in previous years the focus was on sequencing. This trend could be explained either by the large share of already existing approaches (e.g. case studies
by Gyulai et al. 2018; Lingitz et al. 2018) or by the development progress in the ML area, resulting in easier applicability to problems that are more complex. As publications in recent years have increasingly focused on scheduling and LT determination, the following section takes a deeper look into the principles of LT determination using regression models.

4. Methodology for the design of the learning factory training

The desired outcome at the end of the learning factory training is the knowledge on how ML methods can be used for the determination of LT for new production orders in a production environment. As a data mining process like CRISP-DM offers a structured procedure for handling the required data and making an accompanying documentation, it can function as the basis for the learning factory training. According to CRISP-DM, it records relevant production data, gains transparency of the processes from the data obtained and finally generates recommendations for action utilizing ML (Chapman et al. 2000). Within the learning factory training, participants will encounter the difficulty of precisely determining LT under uncertainty. On the one hand, the training guides the learners through the data collection process using available digitalization technologies. On the other hand, it encourages participants to setup a ML application themselves to determine LT. By going through CRISP-DM stepwise, participants are enabled to setup a ML application on LT determination that is trained and tested with a dataset originating from a real job shop production site. The methodology shown in Figure 1 is used to develop the required training phases.

The conceptual design of the learning factory training begins with the definition of teaching objectives. Next, associated competencies need to be identified. Three steps are involved in identifying the competencies. First, the underlying theory on CRISP-DM as well as an example of ML methods used for LT determination in practice is analyzed regarding the definition of teaching objectives. Second, necessary competencies on setting up CRISP-DM using ML methods are extracted from the given theory. In a third step, findings are then compared with Danyluk/Bucks analysis of AI competencies on data science and Long/Magerkos 2020 paper on AI literacy. The analyzed competencies are recorded using the matrix structure for evaluating technical-methodical competencies according to Abel et al. (2013). Next, a fictitious scenario is developed, that forces learners to deal with the determination of LT within the simplified job shop environment used in the learning factory training. Lastly, the training is split into phases that teach specific groups of competencies. In conclusion, the learning results can then be evaluated in regards to the set teaching objectives, which are presented in the next section.
5. Teaching objectives

According to the Learning Factory Curriculum Guide by Tisch et al. (2013), the first step in creating a new learning factory training is the determination of teaching objectives. Overall, the new training aims on teaching participants the necessary competencies to setup a data mining process according to CRISP-DM using ML approaches. Regarding CRISP-DM, the didactic objectives are the secure handling of the process steps themselves as well as understanding the impact the process itself has on the overall quality of the ML prediction models. Another key objective regarding CRISP-DM is to teach the participants the overall relevance of specific process knowledge in order to develop precise ML models.

In the field of ML, the learning factory training contains four teaching objectives. The first one is to provide participants with a comprehensive overview of the technologies and regression methods underlying the concept (A). Building on this theoretical foundation, the second teaching objective of the learning factory training is to emphasize the importance of comparing available learning models with reference to each individual case in application (B). The third teaching objective is defined by the ability of the participants to understand the respective areas of application of ML and the actions required to use it effectively and efficiently. This implies the participants to the importance of the interaction of process knowledge, precise data mining and the selection of sufficient ML processing applications (C). The fourth teaching objective is to enable the participants to independently design a ML application following the CRISP-DM using ML regression models (D).

Since the teaching objectives focus on individual participants, single or multiple quantitative indicators cannot measure the teaching objectives. Therefore, the game phases need to be designed to only allow participants to proceed within the learning factory workshop, if they fully enabled themselves to make use of the competencies taught in the previous game phase. This implies a strong connection...
of the success of a game phase from the participant’s perspective with the achievements of the defined learning objectives from the teacher’s perspective.

6. Identification of required competencies

6.1. CRISP-DM

CRISP-DM is a widely used, industry-independent standard process for data mining, which is divided into the six stages "business understanding", "data understanding", "data preparation", "modeling", "evaluation" and "deployment" (Chapman et al. 2000). It has already been applied by Lingitz et al. to the specific problem of forecasting LT (Kristoffersen et al. 2019; Lingitz et al. 2018). As a target-oriented use of ML models on real-world problems is influenced by the decisions made within the complete process – from data generation to deploying a final model – it is useful to carry out a structured data mining process to make appropriate model assumptions (Awad/Khanna 2015; Kuhn/Johnson 2013). The first phase, business understanding, contains the definition of business and data mining goals. Additionally, it analyses the current situation and defines the desired outcome of the whole process (Chapman et al. 2000). In the data understanding phase initial data are being collected, described, and the overall data quality is evaluated (Chapman et al. 2000). The data preparation phase deals with the selection of adequate data for the modelling phase and prepares the data. This is done by cleaning, adding further data or integrating further data sources as well as formatting the data (Chapman et al. 2000). The preparation phase also includes the crucial task of selecting relevant data attributes (e.g. number of workstations per order), also called features, or the creation of more suitable features (Kuhn/Johnson 2013). During the modelling phase, curated regression methods are modelled, and a generated test design evaluates the models. In the evaluation phase, the results are evaluated and follow up steps are determined regarding a potential deployment. The evaluation either leads to adjustments of the previous phase and therefore to a repetition of the modelling process or to an approval of a sufficiently performing model. If the model gets approved, the deployment phase starts, containing planning the deployment and runtime management as well as assessing the project within a project report. In the context of deployment, regular model updates are required as characteristics of manufacturing systems or processes can change (Deep/Singh 2015; Hammami et al. 2017). Because of its recursive structure, CRISP-DM underlies a continuous improvement process and thus serves a deployment more than a snapshot as a final output.

6.2. Lead time determination supported by machine learning

In practice, traditional methods for the determination of LT often react insufficiently to changing environmental influences, especially in complex production environments like job shop manufacturing. Possible environmental influences are e.g. machine breakdown or fluctuations of the production load (Ludwig/Nyhuis
1992; Wildemann et al. 2005). Traditional approaches for LT determination include methods based on estimates, historical values, logistic models and simulation (Ziarnetzky/Mönch 2016). The limitations of most of the classical methods can be explained by too simplified assumptions. Approaches such as flow degree oriented scheduling or simulation aim to overcome these limitations. However, these do not lead to a significant improvement of the planning quality in relation to the increased effort (Lödding 2016; Ludwig/Nyhuis 1992; Nyhuis/Wiendahl 2012).

According to Ludwig/Nyhuis (1992), LT prediction contains order characterization, the processing sequence, current work in progress and the capacity situation within the production. In complex production environments, LT are influenced by many input factors. However, employees in production planning are often not fully aware of the relevant input factors and their effects (Halevi 2010; Schuh et al. 2019). To counter this, companies can utilize production data, which is often available in large quantities (Chen et al. 2014). The increased variety and quantity of data in companies can be used to evaluate data and derive insights for the planning process (Awad/Khanna 2015; Buxmann/Schmidt 2019; Ertel 2013; Gentsch 2018). However, the numerous factors influencing LT in job shop manufacturing make it difficult to master the planning process, even if all relevant data is recorded. This underpins the potential of ML in LT determination as already proven in several case studies (Gyulai et al. 2018; Lingitz et al. 2018). Table 1 presents an overview of used data, regression methods and evaluation methods of case studies in complex production environments.

All studies listed use regression methods for the ML-based determination of LT and use either simulation or real data. Overall, information such as order data, data on the system status, material or employee related data is included (Burggraf et al. 2020; Gyulai et al. 2018; Welsing et al. 2021). Since the importance of different input factors varies in the context of the respective company, industry-specific input factors are not further discussed in this chapter.

Table 1 also shows the regression methods selected in each case. Used models where regression trees (Öztürk et al. 2006; Schuh et al. 2019), support vector machines (Alenezi et al. 2008), multilayer neural networks (Wang/Jiang 2019), or linear regression methods (Sabuncuoglu/Comlekci 2002). Depending on the case study, multilayer neural networks (Asadzadeh et al. 2011; Kramer et al. 2020; Wang/Jiang 2019), the random forest model (Gyulai et al. 2018; Lingitz et al. 2018), or supported vector machines (Alenezi et al. 2008) exhibited the best prediction performance. Overall, simple regression models such as the decision tree or linear regression show poorer forecasting performance compared to more complex models (Asadzadeh et al. 2011; Gyulai et al. 2018; Kramer et al. 2020; Lingitz et al. 2018). The evaluation of the results in the analyzed studies are based on the deviations between planned and actual values. The evaluations are carried out with
different evaluation ratios, whereby Root Mean Square Error (RMSE) or the normalized form NRMSE and Mean Absolute Percentage Error (MAPE) are frequently applied.

<table>
<thead>
<tr>
<th>Data</th>
<th>Methods</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>simulated dataset</td>
<td>neural network</td>
<td>multi-layer neural network</td>
</tr>
<tr>
<td>Alenezi et al. (2008)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Asadzadeh et al. (2011)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Gyulai et al. (2018)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Kramer et al. (2020)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Lingitz et al. (2018)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Öztürk et al. (2006)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Sabuncuoglu/Comlekci (2002)</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Schuh et al. (2019)*</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Wang/Jiang (2019)**</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Welsing et al. (2021)</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

* prediction of transition time. ** prediction of order finish date

Table 1: ML methods used to determine LT in existing literature

Since the study on LT determination using different ML methods by Kramer et al. (2020) originates from the Leuphana University of Lüneburg, it serves as the basis for one phase of the learning factory training. The study examines a dataset of a real job shop production for an investigation period of about one year. On average, the initial method to determine LT (operation-specific execution time plus a generalized transition time) deviated by -12.17 days with a standard deviation of 12.95 days from the actual LT. Henceforward, a clear need for an improved determination method exists. Kramer et al. show with their comparison of the RMSE values from the different regression models that all chosen models outperformed the original procedure and that multilayer neural networks presented the best overall accuracy. They conclude, that the average deviation between actual and planned LT of the test dataset had decreased to 0.43 days with a standard deviation of 7.98 days using a multilayer neural network (Kramer et al. 2020). As the study shows sufficient results determining LT using ML, the case can function as a useful case for the learning factory training. Thus, the learning factory training uses an anonymized version of the analyzed dataset for one of the training phases. The absolved training enables participants to apply the gained competencies on a real-world dataset.
6.3. Competencies on determining lead times supported by CRISP-DM using ML

For the documentation and description of competencies relevant to the professional field, the matrix structure developed by Abel et al. for the assessment of professional-methodical competencies is used (Abel et al. 2013). It subdivides a main competence (e.g. ability to perform a method) into several sub-competencies. Each sub-competence is assigned the respective action, e.g. analysis of the actual process. Furthermore, required professional knowledge and underlying conceptual knowledge is assigned to each sub-competence.

To master real-world ML-related tasks in production environments, owning specific competencies is crucial. The necessary competencies to accomplish LT determination derive from three major fields. The fields are A) combine ML related theory with production process knowledge, B) handling CRISP-DM related processes and C) setting up a ML application. Field A reflects the main sub-competencies identified for AI literacy by Long/Magerko (2020). As the paper addresses AI applications overall, the 16 identified competencies were reduced to ten by using pairwise comparison against the relevance for a production environment.

<table>
<thead>
<tr>
<th>Competence</th>
<th>Sub-Competence</th>
<th>ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handle ML theory in the context of production</td>
<td>Distinguish between general and narrow AI</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Recognize that computers perceive the world using sensors</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Recognize how computers make decisions.</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Understand that agents are programmable</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Compare different learning approaches</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Justify an algorithm from mathematical/statistical perspective</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Compare ML tools to each other empirically</td>
<td>7</td>
</tr>
<tr>
<td>Prepare a dataset for ML</td>
<td>Identify features that make an entity “intelligent”</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Understand that data requires process knowledge and interpretation</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Define scope of data mining project</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Setup data mining project</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Collect initial data</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Describe, examine and check the data quality</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>Choose the relevant data for the modelling phase</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>Format the dataset</td>
<td>15</td>
</tr>
<tr>
<td>Setup a ML model</td>
<td>Choose sufficient regression method</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Select applicable coding tools</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Avoid of the effects of overfitting</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Provide appropriate performance metric for algorithms</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Assess ML performance for the overall problem</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Conduct review process</td>
<td>21</td>
</tr>
</tbody>
</table>
The 13 sub-competencies regarding CRISP-DM (field B) were extracted directly from the original method description (Chapman et al. 2000) and experiences of the authors applying the process as described in the fourth section. The original six phases of CRISP-DM have been consolidated into three major competencies being data preparation, model setup as well as model deployment. Field C consists of the twelve sub-competencies Danyluk/Buck identified to apply AI from a data science perspective (Danyluk/Buck 2019). After removing duplicate entries, the catalog is reduced from 35 to 29 sub-competencies overall. The sub-competencies originate from five identified competencies as shown in Table 2.

7. Learning factory training on lead time determination using CRISP-DM and machine learning

To enable sufficient knowledge transfer in a learning factory training, it is necessary to bring the competencies to be taught into a logical sequence so that game events are understandable to the participants. Therefore, in the present case, it is necessary to integrate the need for LT prediction into the game phases. According to the Learning Factory Curriculum Guide published by Tisch et al. (2013), the first didactic transformation defines the production type, purpose and target group of the learning factory training. To demonstrate the capabilities of ML methods applied on LT determination in a complex environment, for the new training a job shop scenario similar to the production system analyzed by Kramer et al. (2020) is applied to the learning factory. The purpose of the workshop is to enable participants to develop a ML application following CRISP-DM. Adapted from the original Leuphana Learning Factory, the target group consists mainly of professionals in PPC positions as well as undergraduate students and consultants. As the competencies to be taught have been identified in the last section, the second didactic transformation follows. It contains the definition of manufacturing processes, the manufactured product, the intended learning process as well as associated teaching methods (Tisch et al. 2013). Based on existing structures, the job shop of the learning factory handles the maintenance and repair of pre-assembled damaged model cars. The intended learning process, illustrated in Table 3, first provides learners with knowledge of the existing production system.
with the necessary process knowledge for the production system. Second, learners record and prepare the dataset for ML modelling using conservative calculative methods. As a third phase, participants set up and deploy the ML model. In the final phase, learners apply a ML model on a real-world dataset.

<table>
<thead>
<tr>
<th>#</th>
<th>Training Phase</th>
<th>Content</th>
<th>Desired result</th>
<th>Competencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Socialize with the production system</td>
<td>Participants gain process knowledge by performing repair jobs on model cars using predefined work plans. One player schedules production, estimating LT.</td>
<td>LT do not meet estimations.</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>Record and prepare the dataset for ML modelling</td>
<td>Utilization of digitalization technologies to record data needed for LT determination. LT prediction using traditional tabular calculation software.</td>
<td>LT determination improves, but still lacks in precision.</td>
<td>1, 2, 3, 9, 10, 11, 12, 13</td>
</tr>
<tr>
<td>3</td>
<td>Set up and deploy the ML model</td>
<td>Participants prepare the recorded data for processing using ML. Application of regression models using RapidMiner. Evaluation on test data and another game round.</td>
<td>Determined LT are significantly more precise than in phase 2.</td>
<td>4, 5, 6, 7, 8, 9, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 28</td>
</tr>
<tr>
<td>4</td>
<td>Apply ML model on real-world dataset</td>
<td>Application of the gained competencies from phases one and two on an anonymized real-world dataset.</td>
<td>Participants archive results similar to those by Kramer et al.</td>
<td>4, 5, 6, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29</td>
</tr>
</tbody>
</table>

Table 3: Designed phases for the learning factory training

In the first phase, participants get in touch with the production process. In preparation on the first game round, participants receive a brief introduction to the key production logistics figures and performance indicators. Their task is to carry out defined maintenance orders on vehicles. Work plans and pre-picked part sets are provided for this purpose. Individual participants work at individual workstations, responsible for only one area, for example front wing repair. One player is given the task of transforming customer orders into production orders. The correct scheduling of different desired delivery dates is achieved by determining the planned LT based on the work plans and the current capacity utilization of the production areas. The latter must first be estimated in a self-managed manner for example by vision. The planned and actual LT of the production orders are tabulated by the instructors. In the course of production, the participants then discover that unforeseen waiting and non-productive times occur for some production or-
ders. Reasons for delays are several predefined circumstances within the production that force delays. Circumstances are missing material at workstations or bottleneck workstations creating queues. Additionally, a high amount of work in progress and orders running through a high number of workstations lead to volatile LT that are hard to determine manually. At the end of the round, a discussion of the recorded LT takes place in the plenary. Phase 1 enables participants to gain necessary process knowledge to extract relevant data in the upcoming rounds, therefore addressing learning objectives B and C.

The second training phase starts with a theoretical input on CRISP-DM. The task of the participants is then to carry out the structured recording of the data relevant for LT calculation. For this purpose, the data needed must first be determined and then recorded. Various RFID and barcode-based time recording systems are available for this purpose. Subsequently, a second round of the game is carried out. Next, the recorded dataset is viewed by the participants and its quality is evaluated using standard office software. The second phase concludes with a theoretical input on ML methods and regression models. Additionally, the software tool RapidMiner (Mierswa/Klinkenberg 2021) is introduced. Due to its intuitive user interface and well-structured procedure for testing ML models, RapidMiner is used for the development of the ML application (Usuga Cadavid et al. 2020). Parallel to the theory input, one of the instructors statistically expands the recorded dataset. That way a dataset containing approx. 10,000 entries is generated from the initial 30 production orders carried out within the game round. Within the second game phase, participants gain competencies regarding recording relevant data and the importance of process knowledge to select sufficient measurement points in the process. Phase 2 therefore addresses teaching objectives A and C.

The third phase addresses the preparation of the dataset, the modeling of the ML application and the evaluation of predicted LT using test data as well as a new game round. Again, participants first receive a theory input and then work on the task independently. First, participants evaluate the prediction quality of the estimation method used in the second round of the game and then answer some given questions about the data set using either tabular calculation or RapidMiner. The answers to the questions serve as a basis to perform the feature extraction. Subsequently, different regression methods are run in RapidMiner and the results are discussed in plenary. The third phase ends with another game round played, in which LT the best suited model is deployed into the manufacturing execution system by RapidMiner and then prediction for new arriving orders are made based on the trained ML model. A final discussion of the results takes place before the last phase starts. To master the third game phase, participants need to handle a full data mining process, containing gaining process knowledge, recording relevant data and developing a suitable ML model. To get sufficient results, teaching objectives A, B and C need to be achieved. To further check the taught competencies,
game phase four confronts the participants with a new production process deriving from a real-world scenario.

In the fourth phase, the participants set up a ML supported LT determination application on a real-world case. The dataset provided to the participants is a anonymized version of the dataset of a job shop production used by Kramer et al. (2020). As Kramer et al. outline, the job shop is structured in 14 shop sections with three to six workstations assigned to each section. The dataset contains nine main production routes, containing changing work contents and job loops. The recorded maintenance orders vary in terms of external factors influencing the LT. Factors such as environmental conditions or the capacity status of the whole production system influence the LT as well as the amount of work needed to repair or maintain the given unit. This concludes in different workstation schedules for each order, which results in varying durations in process as well as transition times (Kramer et al. 2020). After applying ML by using RapidMiner (Mierswa/Klinkenberg 2021), the results, which should align with the findings from Kramer et al. (2020), are discussed. The successful development of a ML supported application on LT determination based on a real-world dataset by the participants confirms the achievement of teaching objectives A, B and C. Furthermore, the successful completion of phase four also attests the achievement of learning objective D – therefore completing the learning factory workshop.

Figure 2 on the next page shows exemplary findings that the participants could make within training phase four. The graphs demonstrate that the original procedure mostly overestimates the actual LT. In contrast, the graph created by multi-layer neural networks aligns significantly more sufficient to the actual LT of those 40 orders. The results also show that a correction of the original procedure based on only the average deviation improves the prediction performance, but still lacks in precision as observed at orders number 12, 23 and 31. The workshop closes with a group discussion on further PPC tasks that could be addressed using similar ML approaches.
Figure 3 sums up how the training process enables participants to develop new ML-based applications. Phase one allows the participants to gain process knowledge necessary to setup a targeted data mining process. Phases two teaches participants competencies needed to setup and execute CRISP-DM. Phase three uses the recorded dataset to teach learners the necessary competencies on developing and deploying a ML application. The fourth and final phase confronts the participants with a dataset from a real-world job shop production. Participants need to transfer the gained competencies on the given dataset to prove their ability to develop new ML applications on production related problems.

Figure 3: The learning factory training enables participants to develop new ML based applications
8. Conclusions and Outlook

Developing ML supported applications for PPC tasks requires certain competencies. Learning factories can help to acquire these competencies without influencing live production operations. For this purpose, the respective learning factories must be precisely tailored to the topics taught to enable the participants to gain the necessary competencies. Existing learning factories address ML focusing on tasks such as predictive maintenance, quality control or activity and position recognition (Daniyan et al. 2020; Hofmann et al. 2020; Oberc et al. 2020). To teach participants the necessary competencies to setup a data mining process according to CRISP-DM using ML, a multi-phase learning factory training is required. The process described in this chapter represents an approach to teach essential topics in the context of ML in production environments. Determining LT in a job shop environment serves as an example for participants to explore the topics of data mining, regression modelling and data interpretation. Follow-up tasks are to evaluate the learning success and iteratively improve the learning factory training. Additionally, the concept could be enhanced by integrating different PPC tasks or learning methods like reinforcement learning.
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