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1. Introduction 

Currently there is a third wave in research on artificial intelligence (AI) (Launch-
bury 2017). In parallel there is a high interest in AI-implementation in organiza-
tions (Schuler et al. 2019) and an increasing number of examples where AI is 
implemented in the workplace (McKinsey 2020; Baruffaldi et al. 2020). Going into 
more detail it becomes obvious that AI in practice can rather be traced-back to 
research outcomes from the second wave that emphasized the complementary 
expertise of AI in correspondence to human intelligence (Brynjolfsson/McAfee 
2017; Wilkens 2020) while the third wave in AI research is aiming at an almost 
perfect copy of human intelligence (Deng 2018). This is an important distinction 
for workplace analysis and research dedicated to AI implementation. 

This paper addresses the implementation of AI at the workplace while suggesting 
a maturity model of human-centered AI that elaborates on already existing ma-
turity models. The outline refers to typical use cases for current implementation 
of AI and thus goes beyond the industrial sector. The core emphasis lies on AI-
based functions such as enhancing precision, supporting quality control or deci-
sion making, protecting security etc. which matter for a variety of work settings 
in high-tech environments across certain industries. This variety of use cases also 
increases the number of disciplines involved in the implementation process of AI 
and leads to different and co-existing interpretations of what human-centricity 
exactly means and implies for job design. This is why the blueprint includes and 
combines certain dimensions and criteria indicating how to operationalize the hu-
man-centricity of AI and explores a fan structure of the blueprint that allows to 
set the focus related to context-specific demands during the implementation jour-
ney. 

In the following paragraphs we will first give attention to typical outlines of ma-
turity models in the field of digitalization. Moreover, we elaborate on a distinct 
understanding of the human-centricity of AI in order to specify criteria supposed 
to operationalize the maturity of a human-centered integration of AI in the work-
place. The most challenging part is to not just list criteria which are considered as 
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relevant in principle but to give evidence to the interrelatedness of these criterin 
correspondence to the context of implementation. In order to cope with this chal-
lenge we refer to qualitative case descriptions from different work settings.   

The fan structure of our approach allows to refer to the sociomateriality of tech-
nology (Orlikowski 2007; Orlikowski/Scott 2008) and to avoid a techno-centric 
perspective.  

2. Components of a maturity model of human-centered AI 

2.1 The way maturity models work 

Maturity models in general are assumed to be a helpful tool for describing the 
state, potentials, and demands within a functional domain (Wendler 2012). Organ-
izations might draw on maturity models to evaluate their status quo and to encour-
age and monitor a step-wise further development within an implementation pro-
cess (Alsheibani et al. 2018; Leineweber et al. 2018). In this regard maturity models 
can also help to leverage capabilities in a specific domain (De Bruin et al. 2005) 
and to enhance their strategic potential (Alsheibani et al. 2018). With respect to 
AI-based human-computer-interaction in job design we can elaborate on and fur-
ther combine two different types of maturity models. The first type is especially 
helpful to give attention to a comprehensive view in the implementation process. 
This can be exemplified with the maturity model from Klötzer/Pflaum (2017; see 
Figure 1).  

Figure 1: Maturity in the implementation process; own illustration based on Klötzer/Pflaum 2017 

 The model is not specified for AI but for the digitalization journey of an organi-
zation.
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The advantage is its comprehensive view of technological, organizational and 
workforce related components. The shortcoming is that interdependencies be-
tween these dimensions are not taken into consideration and that the interrelated-
ness between technological and human action is not in the center of the approach. 

The second type we can elaborate on is represented by the “AI management 
framework” from Lichtenthaler (2020) as it reflects on the integration of human 
and artificial intelligence. Low maturity is characterized by experimentations with 
selected AI technologies in organizations (“initial intent”). High maturity is testi-
fied when there is a shared management of human and artificial intelligence (“In-
tuitive Ingenuity”) that involves leveraging pooled, sequential and reciprocal inter-
dependencies between human and AI (“integrated intelligence”). The core 
argument for the implementation process is that the interrelatedness of AI with 
the social system is an expression of higher maturity for gaining competitive ad-
vantages. The maturity model helps to identify and exploit so far unrealized op-
portunities while making use of an integrated intelligence structure in organiza-
tions (Lichtenthaler 2020). A shortcoming of this model is the missing integration 
of contextual factors and the underlying assumption that there is one best way to 
interrelate artificial and human intelligence even though there are co-existing ideas 
of what human-centricity of AI means (Wilkens et al. 2021). Moreover, the ma-
turity of the technology itself tends to be taken for granted even though there are 
considerable challenges the implementation process has to cope with.     

 

Figure 2: Maturity as integration of human and artificial intelligence; own illustration based on 
Lichtenthaler 2020 

While both introduced models give inspiration maturity models emphasizing the 
pure technological readiness of AI applications in the workplace (e.g. Aronsson et 
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al. 2020) represent a less helpful direction for the aim of this paper as they have 
low potential to face human-centricity of technology in an adequate manner. 

To sum up, so far there is no maturity model reflecting a deeper understanding of 
what human-centricity of AI means and that at the same time allows to reflect on 
the technological advancement and to come in close with a comprehensive view 
of technology implementation. 

2.2 The (multiple) perspectives of human-centricity of AI  

There is a wide range of interpretations across disciplines of what human-centered 
AI exactly means. In their literature review Wilkens et al. (2021) identify five dif-
ferent perspectives – a deficit-oriented, a data reliability-oriented, a protection-ori-
ented, a potential-oriented and a political-oriented understanding of human-cen-
tered AI (see Figure 3).  

The deficit-oriented understanding of human-centered AI considers AI as ben-
eficial and helpful to compensate individual weaknesses and failure in attention, 
concentration, physical and mental fatigue. According to this understanding the 
maturity of human-centricity can be measured with respect to the failure control func-
tion of the technology. A high maturity level in this regard indicates that technology 
prevents the human being from time consuming monotonous work and individual 
fatigue due to these exhausting job characteristics. This concern is often stressed 
in health care and clinical settings, for example to relieve nurses of constant track-
ing activities of health parameters (Adnan et al. 2020). An example from produc-
tion settings is the use of AI for analyzing photographs for quality control reasons 
of welding seams. Another example in the field of software engineering concerns 
the design of system interfaces that minimize cognitive load of users (Oviatt 2006). 

The data reliability-oriented understanding of human-centered AI refers to 
existing deficits of the AI technology in order to provide a reliable tool in individ-
ual decision making. Criteria of human-centered AI referring to this perspective 
are reliability, validity, fairness and explainability. Due to the complex nature of 
some machine learning algorithms, i.e. deep learning algorithms, it is important 
that the scope, type and quality of data used as an input are visible. Further, opacity 
of algorithmic output and decisions must be avoided (Gal et al. 2020). In this re-
gard, the explainability of AI outputs is particularly important for user acceptance 
(Deng 2018) but most challenging since deep neural networks provide more pow-
erful outputs the more complex their hidden structure is (Rai 2020). Two technical 
approaches for reaching explainability are “intrinsic interpretability” which aims at 
developing less complex, self-explanatory models that can be instantly interpreted 
by humans or “post-hoc interpretability methods” that aim at explaining very com-
plex models by describing the logic through similar less complex models (Bauer et 
al. 2021). Further, explainability can be aimed at enabling a global understanding 
of the models (its structures, assumptions, parameters) or local interpretations 
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(contribution of input features to output; Bauer et al. 2021). The basic approach is 
to systematically analyze the hidden structures of the neural networks using suita-
ble tools in such a way that, in addition to the actual outputs in terms of decision 
support, further information are provided to the users that supports and empow-
ers them to understand the decision criteria of the model. Human-centricity is 
reached when a user can recognize biases or quickly detect causes for certain mis-
judgments of the model (Meske et al. 2020). The disclosure and explanation of 
decision criteria enable humans to test for possible violations against commonly 
agreed upon (and potentially legally anchored) fairness criteria like avoiding dis-
crimination. The disclosure of decision criteria gives the human information about 
the reliability of the AI-based decision results and may lead to a trustful relation-
ship. In this context, explainability research focusses on how humans respond to 
different types of explanations (e.g. intuitiveness, usability; Bauer et al. 2021). Ex-
plainable AI is thus considered a multidimensional challenge, as it involves not 
only technical trade-offs between prediction accuracy and transparency of results 
but also political and societal efforts (Beaudouin et al. 2020). 

The protection-oriented understanding of human-centered AI focuses on the 
physical and mental integrity of the human being. Job design and technology de-
velopment follow the principle of providing work contexts with tasks that are ex-
ecutable, harmless and safe, tolerable and personality enhancing (Hacker/Richter 
1980). AI applications may be implemented for the reason of protecting workers 
from possible risky and harmful working conditions (Giusti et al. 2018). AI appli-
cations in mobile robots can prevent humans from working in environments with 
e.g. high radiation or other forms of contamination. A mobile robot can carry a 
load that would be too heavy to carry by humans. An AI expert of DHL explains 
(Port of Rotterdam 2021) that robots can take over hazardous tasks from humans, 
don't mind monotonous, repetitive work and can carry more load. The Port of 
Rotterdam also uses AI-based Automated Guided Vehicles which take care of 
transport of containers to the depot. They are unmanned, fully automated and 
recognize by themselves when their battery is almost empty. They then drive to 
the battery exchange station and receive a new battery from a robot. The core issue 
of the protection-oriented perspective is to free employees from heavy loads, pos-
sible harm and intolerable working demands. Human wellbeing is in the center of 
the optimization. 

Taking the burden off human workers is the first step, but protection-orientation 
does not refer solely to the release from health damages but also from bad work 
design with risks involved (e.g. due to skill decay, dissatisfaction and frustration, 
no commitment and fear of social isolation) of the work portions that remain for 
the human worker. These aspects are represented in the model of SMART work 
design (Parker/Grote 2020). Human-centered AI can contribute to these aspects 
by providing motivating work settings that strengthen human agency and are 
meaningful and challenging for all humans involved. 
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Figure 3:  Five perspectives on the meaning of human-centered AI  
list of references see: https://seafile.noc.ruhr-uni-bochum.de/f/d636e976042347b5af09/

https://seafile.noc.ruhr-uni-bochum.de/f/d636e976042347b5af09/
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The potential-oriented understanding of human-centered AI gives emphasis to 
a so far unexploited potential of leveraging individual abilities while developing 
work systems with hybrid intelligence bringing together individual intelligence with 
AI in a collaborative manner. There is a strong belief in better outcomes for indi-
vidual and organizational development as well as task proficiency at the same time. 
Human-centered AI thus means that technology is utilized in a way that is benefi-
cial for the competence development and learning of users (Vladova et al. 2019). 
Whether competences can be enhanced through AI or even reduced is a matter of 
socio-technical system design (Wilkens et al. 2019). Another concern within the 
potential-oriented understanding is work design based on strengths of humans and technol-
ogy. Human-centricity is reached by creating work systems where humans and tech-
nology can “complement each other through human-computer cooperation” 
(Cui/Dai 2008). In that sense, the aspired goal is to develop AI solutions which 
can also be described as human-AI teaming, as active and interdependent collab-
orations between humans and AI to achieve a common goal (O’Neill et al. 2020). 
This includes opportunities for communication between humans and AI, mutual 
support, shared understanding of the situation or a mutual recognition of inten-
tions (Chen et al. 2018). Another important focus within the potential-oriented 
understanding is on work systems that benefit from distributed intelligence (Fischer 
2001; Cobb 1998).   

The political-oriented understanding of human-centered AI gives emphasis to 
the distribution of power between AI and those who use AI in the work context. 
The main concern in this regard is that AI remains under human control. This 
perspective is applied to research on robot design that ensures human responsibil-
ity (Hinds et al. 2004). Other research raises awareness for social aspects, when an 
increasing number of robots with different roles is used in socio-technical systems 
in the manufacturing industry (Moniz/Krings 2016). The main concern of this 
perspective is establishing regulation for subordinating technology under individual control. 

Based on these perspectives, human-centricity of AI solutions are reflected in var-
ious related concerns. These concerns go beyond the consideration of encompass-
ing integrations of human and artificial intelligence, which for example the “AI 
management framework” would consider the highest level of maturity (Lichten-
thaler 2020). Rather, the design and implementation of human-centered AI solu-
tions implies to consider technological (e.g. securing reliability), human (e.g. en-
suring protection) and organizational (e.g. reducing deficits and enhancing 
potential) requirements. 

It becomes obvious from the overview that there are many questions how to relate 
these criteria to each other and that some of them even might contradict to each 
other especially in the field of how to manage control. This is why we try to gain 
a deeper understanding from selected use cases which allow to better understand 
how to exploit the potential of AI in a human-centered manner.  
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Table 1 gives a brief summary of the specific concerns of each of the five perspec-
tives of human-centered AI. 

Perspective of hu-

man-centered AI 

Concerns of the perspective 

Deficit-oriented Failure control function of the technology  

Data reliability-ori-
ented 

Disclosure of decision criteria by AI System 

Testing for fairness and reliability by human worker 

Aiming at a transparent outputs for the user 

Protection-oriented Ensuring that work is executable, harmless and safe 

Enabling work that is stimulating and personality en-
hancing 

Potential-oriented Enabling competence development 

Work design based on strengths of humans and tech-
nology 

Work systems with active and interdependent collabora-
tions between humans and AI (distributed intelligence) 

Political-oriented Regulation for subordinating technology under individ-
ual control 

Table 1: List of concerns for the five perspectives of human-centered AI  

3.  Qualitative case descriptions 

3.1  Insights from practice - what do we learn from good and bad practices? 

In this paragraph we introduce selected cases with reference to the five perspec-
tives of human-centered AI in order to better understand how to indicate maturity 
and how to relate certain criteria to each other. The case selection follows the 
principle to address those fields where AI enters the workplace and unfolds a spe-
cific function such as enhancing precision, supporting quality control or decision 
making, facilitating learning or carrying heavy loads. In this regard there are simi-
larities between workplaces from different industries and sectors. This is why the 
case selection goes beyond manufacturing and also includes the healthcare or train-
ing sector. The descriptions are derived from interview studies or daily exchange 
with practitioners respectively from case descriptions in the literature. 

Example 1: AI-based diagnosis in radiology 

There is an increasing emphasis on precision and quality control enhancement in 
the field of medicine, especially radiology (Thrall et al. 2018), where AI is in use 
for diagnosis and treatment suggestions with feedback-loops between therapy and 



Towards a maturity model of human-centered AI – A reference for AT                         182       
implementation at the workplace 

 

diagnosis. There are similar developments in AI-based imaging in steel production 
but the evaluation of the consequences for job design is more advanced in medi-
cine and thus in the focus of the exemplification. Interview studies with radiolo-
gists show that physicians especially appreciate AI as a tool that allows them to get 
rid of monotonous tasks and to gain better output in decision making processes: 

“I believe at some point the attention threshold is simply no longer the same after five hours as it 
was after the first hour. And I think that's what it's good for. If a machine learning program 
runs in the background like a safety net and really displays "So, I find this striking, don't you 
want to look at it again?" Or perhaps during the shifts in the hospital, the radiologists are not 
on site 24 hours a day, that the clinicians in the emergency department justify their images them-
selves and make decisions, and if they are young colleagues, then they simply haven't seen so many 
images yet, and I believe that machine learning can be a good support as a safety measure.” (see 
interview study from Wilkens/Langholf 2021). 

“Where I can also imagine it well is, for example, when they do a staging examination of the 
lungs. There, it's often just a matter of counting the metastases and that's not very exciting for us 
and more of a hard work. So I can also imagine that the AI will do it in the future. Yes, I think 
the risks are just, above all, that the algorithms are not so good, because they are only tested on 
their data set with which the algorithm is developed. It actually has to be fed more continuously 
in order to be as usable as possible.” (see interview study from Wilkens/Langholf 2021). 

Radiologists make also clear that they first expect the trustworthiness of AI as a 
prerequisite before making use of it – this might be especially relevant when there 
is a high responsibility for human life: 

“We know that from many research projects that students sometimes do the annotation because 
it’s inexpensive. But of cause this is problematic. The radiologist should actually do the annotation 
so that there is a well performing AI in the end. And this is something I often see: When the 
algorithm is written poorly the product will be poor as well. Then it won't be of real use in the 
hospital after all.” (see interview study from Wilkens/Langholf 2021). 

According to this case the failure control function of technology for compensating 
individual deficits or failure is highly appreciated as an issue of enhancing the in-
dividual expertise. There is no fear that the individual status could suffer but quite 
the opposite that the individual expert status could benefit from better decision 
making. However, the prerequisite and necessary condition for making use of AI 
tools is its reliability and the elaboration on trustworthiness. Otherwise there 
would be no basis for enhancing expertise. 

Example 2: Radiographers and speech therapists unlikely working with the AI machine 

There are job designs for human-computer-interaction very close to the described 
workplace of radiologists but however lead to different perceptions and attribu-
tions from the employees. As a typical radiographer working at the same place as 
the radiologists argues: 
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“The computer takes everything off our hands, it already places everything and I actually only 
have to say okay. [...] I see [...] that I am becoming more dispensable.” (see interview study from 
Wilkens/Langholf 2021). 

In a similar manner there was the idea of AI developers to introduce an AI-based 
logopedic training system. With the AI training system the patients should be able 
to practice independently at home. The AI system was able to give individual feed-
back and correct pronunciation. The goal was to allow patients to continue prac-
ticing between sessions with a speech therapist and between face-to-face meetings 
and thus make faster progress. In that way, the AI solution could be used to com-
pensate for a lack of resources (time, availability) of the speech therapists. Even 
though one might assume that the advantages for the patients are obvious – as the 
system can be considered as a supportive training aid - the AI-based speech ther-
apy training system was not in use by the speech therapists. They were in concern 
that the AI system would replace them one day and this was weighted much higher 
than the possible benefit for patients. 

These examples show that in these cases the AI users in the workplace are afraid 
of losing expertise and are not involved when considering future perspectives of 
organizational development including individual job profiles. This fear of losing 
expertise can also be expected for tasks profiles in industry which are based on 
vocational training. It becomes obvious from these case descriptions that regula-
tions for subordinating technology under individual control define a necessary 
condition for otherwise less involved employees. In addition to the trustworthi-
ness of AI this tends to be another prerequisite in order to make use of AI in the 
workplace. 

Example 3: Experts in quality management searching for a new role concept 

A petrochemical company introduces an AI system that analyzes photographs 
made by a drone that show welding seams of the pipes of a chemical plant. Weld-
ings seams need to be checked for possible porous and cracked parts. In the past, 
an expert took the photos with a camera and analyzed them regarding these porous 
and cracked parts. The task requires extensive vocational training and certified ex-
pertise in the quality control of the pipes welding seams. Previously, the job ful-
filled the criteria of human-centered work design in terms of identity, agency and 
satisfaction. After the implementation of the AI based visual quality inspection, 
there is the risk assigning those aspects of the former well designed task. If the AI 
would only ask the human in cases of inconclusiveness the human would be in the 
role of supervising the AI over a longer period of the day, interrupted by some 
troubleshooting tasks, in the case that the AI is helpless. This kind of implemen-
tation is violating the criteria of identity, agency and satisfaction.  

It becomes obvious from the example that the integration of AI needs to be com-
bined with a role development perspective for the employees in order to fulfill 
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workers’ needs with respect to agency and stimulating work that leads to the per-
ception of mastery.  

Example 4: AI-based tools for individual competence development and career planning  

A well-known and sophisticated tool for AI-based individual competency manage-
ment and career development is the example of the IBM Watson Career Coach 
(see Guenole/Feinzig 2018). The general idea is that the „Watson Career Coach“, 
as a trusted AI advisor, is consulted by employees for career advice. The organiza-
tion thus requires competence- and career-specific data of company/competence 
profiles as well as job profiles, information on how long a person has been with 
the company and also in a specific position, comparison with data of other job 
holders in the same position. The company-specific trained AI based career coach 
“Watson” learns what moves and interests the employees in the company. Subse-
quently, the career coach simulates the next career step of each employee. In con-
trast to human resource personnel or supervisors, Watson is able to integrate big 
data information – arguably with less bias – and might thus provide employees 
with more objective and reliable career advice that has more predictive value than 
intuitive predictions.  

The capacity of AI to enhance and support individual potentials becomes obvious 
from this example. Yet, it is still far from practical application as missing data qual-
ity is as severe as in the field of hospitals as described in the first example. This is 
especially the case because companies’ practices in career development were not 
free from discrimination in the past. Available data do not necessarily lead to fair 
practices in future (violating the criterion of reliability-oriented AI). This means 
that the trustworthiness of AI and the disclosure of decision criteria is a key pre-
requisite also for enhancing potential.  

3.2 Blueprint for a maturity model of human-centered AI  

Our aim is to stress that due to the five different perspectives of human-centricity, 
maturity is not achieved by fulfilling each and every one of the criteria but by es-
tablishing configurations of these criteria that represent a balanced and context-
related approach. The introduced case descriptions underline that it is in principle 
more than one criterion that matters but that a context related selection and focus 
tends to be helpful at the same time. A maturity model is a suitable guideline for 
the implementation process if it allows to monitor the most important firm spe-
cific criteria without neglecting complexity. 

The first outcome from the case description is that the trustworthiness of AI and 
the disclosure of decision making criteria are necessary conditions for integrating 
AI in job designs with human-computer interaction. This became obvious when 
radiologists explained that they otherwise would not make use of the technology 
because they have to take the responsibility for the therapy. It became also obvious 
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from the example of the career coach. If the individual development depends on 
AI-based support, the individual needs to be convinced that there is no hidden 
discrimination due to faulty algorithms. Trustworthiness can result from the visi-
bility of the input (scope, type and quality of data) and the explainability of the 
output/ decisions. It equally matters for fields where AI compensates human def-
icits and enhances individual competence development. 

The second outcome is that the integration of AI creates a vacuum for employees’ 
upward or downward development especially in fields with high expertise and pro-
ficiency in a non-academic manner but based on vocational training. This became 
obvious when radiographers or speech therapists expressed their concern of losing 
their expert status. This is why there is a need for regulation which takes into con-
sideration the individual involvement in workplace development including the 
moderation of a role development process. This is a further necessary condition 
for a human-centered way of integrating AI in the workplace. 

The third outcome related to the protection-oriented perspective is that job design 
should not only include criteria where AI can prevent from physical and mental 
harm – this defines an overall necessary condition for job design – but also con-
sider criteria how AI can contribute to a personality supportive job design in terms 
of identity, agency and satisfaction. This became obvious from the third example 
referring to quality control in welding seems. The individual job profile needs to 
be coherent and integrative and cannot be reduced to troubleshooting functions. 
This supposed to describe a sufficient condition. 

The fourth outcome is that there are further dimensions of a human-centered AI 
that can be classified as sufficient conditions for the use of technology. These di-
mensions are not necessarily interrelated but define alternative ways of using AI 
for human-computer interaction. One direction was just mentioned in the field of 
personality development in quality control. Two other directions result from the 
deficit-oriented and the potential-oriented perspective. There are job profiles, e.g. 
for physicians in radiology, where the compensation of failure is appreciated with 
respect to the quality of output and the attribution of individual expertise. As the 
first example from radiology explored it was the compensation of deficits which 
was considered as basis for enhancing the expert role of radiologists. There are 
other job profiles where the enhancement of individual expertise through the use 
of AI can be considered as beneficial for the proficiency of output and the indi-
vidual development perspective, e.g in AI-based career development. Table 2 sum-
marizes these criteria and relates them to different maturity levels. The blueprint 
specifies criteria for all five dimensions that are based on the perspectives of hu-
man-centered AI. In addition, all criteria are organized in a logical hierarchical or-
der indicating different levels of maturity. 

According to the examples chosen in this outline, there is some evidence that it 
depends on the context which criteria are more likely in the focus. It might be a 
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combination of regulation and compensation of deficits together with personality 
enhancing job design especially in manufacturing but a combination of trustwor-
thiness and potential-enhancement in the field of services. 

 Dimension Criteria (how to reach) 

N
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Trustworthiness and 
explainability of AI 
 

T1: Availability of big data 
T2: Cleanup of data (scope, type and quality of data) 
T3: Explainability of decisions (disclosure of data structure 
in decision support) 
T4: Integration of (implicit) user-domain knowledge in data 
management 

Regulation (Degree of 
regulation for subordi-
nating technology un-
der individual control) 

R1: AI users informed about future workplace perspectives 
R2: Users involved in workplace development 
R3: Role development concept specified 
R4: Role development concept ratified in labor regulation 

Protecting individuals 
 
 
 
Personality enhancing 

P1: AI detects if criteria of  tolerable work (executable, 
harmless, safe) are hazarded 
P2: AI ensures that criteria of tolerable work can be ful-
filled 
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P3: AI enhances personality-supportive job design (iden-
tity, agency and satisfaction) 
P4: AI enhances social job design (stimulating, mastery and 
agency enhancing) 

Compensating deficits C1: AI detects failure automatically 
C2: AI informs the user 
C3: AI prevents from repeating failure 
C4: AI initiates feedback-loops on system level 

Enhancing potential E1: AI provides impulses to individual competence devel-
opment  
E2: AI integrates human intelligence in critical processes  
E3: AI creates a working system with collaborating hu-
mans and AI (distributed intelligence).  

Table 2. Blueprint: Dimensions and criteria for human-centered AI maturity 

To account for this context dependency, the blueprint can be understood as a fan 
model (Figure 4). The model proposes a dynamic, context-sensitive implementa-
tion of human-centered AI. The rotatable outer circle implies that the focal suffi-
cient conditions of human-centered AI can be different depending on the specific 
context of AI implementation. The dashed lines symbolize the foldable nature of 
the conditions, which, like a fan, allow to map a context-appropriate configuration 
of conditions for human-centered AI.  

The advantage of the introduced model is that it allows to integrate context factors 
with respect to the concrete workplace design and avoids complexity where un-
necessary for the implementation journey. In this regard our approach reflects on 
the sociomateriality (Orlikowski/Scott 2008) and goes beyond the models intro-
duced in paragraph 2.1. The blueprint of the fan model indicates that there are 
certain ways how to refer to the interrelatedness between technology and human 
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beings and that this is crucial for monitoring the human-centricity. To further il-
lustrate this consideration we point to two specific cases outlined earlier and show 
how the fan model can be applied to these specific contexts.  

 

Figure 4: Blueprint: fan model for maturity in human-centered AI implementation 

The radiologists (Example 1) had a very specific concept of AI in their work sys-
tem due to their background and training. The prior role of humans was taken for 
granted and there was no concern about missing a personality-related job design 
but trustworthiness of AI was a crucial point for them to make use of the technol-
ogy. This is why it defines a dominant necessary condition. Another key concern 
of radiologists was that the technology eliminates human error and relieves them 
of monotonous work. This concern is related to the deficit-compensating function 
of AI which is considered as job design making the expert role of radiologists even 
stronger (see Figure 5, left side).  

From Example 2, the speech therapy system, it was not the trustworthiness of the 
technology which was in concern but the remaining vacuum with respect to the 
own job profile. This is why the regulation with respect to a personality-enhancing 
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job profile turned out to be particularly important criteria which defines a neces-
sary condition which the personality-enhancing components themselves define a 
sufficient condition (see Figure 5, right side).  

 

Figure 5: Fan model applied to radiologists (Example 1, left side) and speech therapists (Example 2, 
right side) 

4. Summary, Outlook and Limitations 

In this paper we suggested a blueprint for AI implementation in the workplace 
which includes two aspects. It takes into consideration certain definitions and per-
spectives of what human-centered AI means and gives evidence to these perspec-
tives in a context-specific manner. This is why the model includes complexity on 
the one hand side but encourages to reduce this complexity for a context-specific 
implementation journey. Hence, the blueprint works as a fan model. 

The blueprint suggests different maturity levels and how to operationalize them 
for each of the five dimension included either as a necessary or as a sufficient 
condition. Whether this operationalization is coherent and also balanced with re-
spect to the distances between the maturity levels needs to be validated in a simu-
lation environment and by the help of a quantitative test design in future research. 
An important next step could be laboratory studies e.g. with radiologists or stu-
dents from medical school who have to make decisions by the help of AI-based 
imaging, how they reflect on the decision support, how they evaluate the explain-
ability and how they estimate their expert role etc. This is also important in order 
to learn more about the relationship and interrelatedness between the proposed 
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maturity criteria of successful transformation. Moreover, the validation process 
can help to identify criteria which might have been neglected so far. But the most 
interesting and promising part of the empirical exploration is to find out whether 
there are clusters and core combinations with high relevance for certain fields of 
AI implementation or combinations of criteria which would contradict each other. 

Another most important prerequisite for initiating empirical testing is the question 
whether the fan model idea has an intuitive plausibility for stakeholders who are 
involved in the AI implementation process. The floor for this discourse is now 
open. 
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